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Abstract

Previous work has introduced the Planning Coordinator

" (PCOORD) , a coordinator functioning within the hierar-

chy of the Intelligent Machine Model . Within the structure
of the Planning Coordinator resides the Primitive Structure
Database (PSDB}) functioning to provide the primitive
structures utilized by the Planning Coordinator in the
establishing of error recovery or on-line path plans. The
following further explores the Primitive Structure Database
and establishes the potential of wtilizing Semantic Net-
works as a means of efficiently storing and retrieving the
Generalized Stochastic Colored PetriNets fromwhich the
error recovery plans are derived.

1.0 Introduction

The problem domain which this paper addresses is a
component of the Planning Coordinator known as the
Primitive Structure Database (PSDB). As the name indi-
cates, the Primitive Structure Database is a database con-
taining primitve structures representing the basic opera-
tions that can be performed by an Intelligent Machine as
derived from environmental model(s) in which the machine
must operate. Collectively called a Current World Model
(CWM), the environmental model or models represent the
most up-to-date information available regarding the Intelli-
gent Machine's environment .

Note that the usage of the term Inrelligent Machine is
meant to include any machine that functions to perform
intelligent tasks. For the purposes of this paper and the
continuing research it represents, intelligent tasks can
range in type from primarily cerebral, as in the identifica-
tion of an object, to primarily mechanical asin the assembly

of an object. The common denominators in all of the tasks

are twofold:

1) While task sequences must be performed in a given,

arbitrary amount of time, the components of the sequences
are primarily event driven.

2) Relationships among tasks may be opportunistically
used in later task composition if the relationships are
known.

Generalized Stochastic Colored Petri Nets (GSCPN) are
used as tools for effectively and efficiently modeling mul-
tiple level discrete event or continuous event dynamic
systems. While the general structure of a GSCPN allows for
the synthesis of more complex GSCPNs from simpler ones,
there is no easily apparent mechanism for databasing the
GSCPNs in such a way as to easily build relations among
them.

Semantic Networks, on the other hand, have been used
as in {1] and [2] as a means of establishing relationships
between differing states within a network. These relation-
ships can be databased and modified without the destruction
of the existing relations or the existing database. It is the
intent in the remainder of this paper, to examine the basic
concepts of Semantic Networks as they pertain to the PSD 8,
and to determine if through the utilization of Semantic
Networks, a dynamic means of representing GSCPNs can
be established.

The paper is organized into the following sections:

1.0 Introduction

2.0 Generalized Stochastic Colored Petri Nets

3.0 Semantic Networks

4.0 Derivation of GSCPN's From Semantic Networks
5.0 Conclusions

References

2.0 Generalized Stochastic Colored Petri Nets

Simply put, a Petri Net is a graph theoretic abstract mod-
eling concept used o efficiendy model the states, precondi-
tions and functions of a discrete event, or continuous event,
dynamic system, particularly when concurrency and con-
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flict are involved. The discrete or continuous system is
modeled as a continuum of sequences of event driven states
and timed transitions. Note that the use of timed transitions
does not alter the event driven nature of the Petri Netas it is
the completion of the function that the transition represents
which signals the next action, not the length of time the
function takes to complete.

As defined in [3] and [4], and augmented here to include
colors, a Generalized Stochastic Colored Petri Net
(GSCPN) is a sextuplet consisting of places, P, afinite set of
token colors, C, a finite set of transitions, T, a finite set of
arcs, A, a finite set of firing functions, F, and a set of initial
markings, M0, which indicate the initial configuration of
tokens in each place.

The components are defined below:

Places(P): Describe the set of states represented in  the
system and are divided into input places and output places
which source and sink arcs to/from transitions  respec-
tively.

Colors (€): Used to differentiate levels of operation or
functions required by the executing Pewri Net through
tokens.

Tokens: Markers of various colors, shape, used to
denote the location of activity within a Petri Net.

Transitions (T): Divided into immediate Transitions,
Ti, and exponendal transitions, Te, the transitions define
events that can change the system states.

Arcs (A): Represent the connections from input places to
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Fgura 1: ntial State

Figure 2: Resun of firirg
transition t1.
transitionsand transitions tooutputplaces. Arcs are defined
as a proper subset of: (PxT) U (TxP).

Firing Functions (F): Associates with each transition in
the set of transitions a firing time which is a continuous
random variable, independently disaributed.

Initial Markings (M0): Is a mapping called the initial
marking, which associates zero or more tokens to each
place in the GSCPN. Markings in general definethe state
of the GSCPN through the distribution of tokens.

As an example of the operation of a Petri Net, refer 0
Figure 1 through Figure 8 . These figures represent an
example of a simple manufacturing system containing two
machines and a single shared robotic resource used for

Figure 3: Resut cf finng
transiticn 2
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Raw Stock Far M1

Figura 6: Resutt of firing
transition 2 & t6.
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Figure 8: Result of firing
ransition 14 & 18.

loading and unloading the machines. All transitions are
considered immediate. It is assumed that the operations of
the two machines never overlap (i.e. machine two is always
ready to accept input from machine one).

Initially, see Figure I, raw stock is available for use by
machine one, the robot is available for use, machine one is
available and machine two is available. A transition is
considered active, ready to fire, if all of its input places
contain tokens. Initially only transition t1 is active. It fires,
resulting in machine one being loaded. This is represented
in Figure 2. Note that when a transition fires, a token is
removed from each of its input places, and a token is
deposited in each of its output places.

Transition t2 is now active and fires, resulting in Figure 3
where a token has been deposited back to Robot Available
and M1 Machine Raw stock. Figure 4 through Figure 8
show the operation of the system as it continues. Note that
in Figure 5, both transition t1 and transition t5 are active;
hence both can fire resuiting in both machine M1 and
machine M2 operating concurrently. The example given
above is a simple one used to demonstrate some of the
capabilities of the Petri Net.

This example will be furthered in Section 4 where it will
be shown that a Petri Net can be derived from the Semantic

Network description of activities that may be represented by
the operation of the Petri Net. Semantic Networks are the
subject of the next section.

3.0 Semantic Networks

As described in [5], (6], and {7], a Semantic Network
(SNET) is an abstract concepmal structure representing
knowledge as a net-like graph. It consists of nodes, repre-
senting conceptual units, and directed links representing the
reladonships between units. The essental idea behind
Semantic Networks is that this graph theoretic structure of
relations and abstractions can be used not only for inference,
but also for understanding.

Unlike specialized networks and other graph theoretic
structures such as Pewri Nets, Semantic Networks aim to
represent any kind of knowledge which can be described in
natural language. In addition, the Semantic Network pro-
vides methods for automatically deriving larger bodies of
implied knowledge without destroying the underlying body
of knowledge explicitly stored in the Semantic Network
structure. This approach remains valid because any event,
idea, object or situation can be shown to have some compos-
ite structure which can be decomposed for storage provided
that characteristic relations are maintained.

Semantic Networks possess multiple layers of abstraction.
These multiple layers of abstraction provide the SNET with
the capability of maintaining multiple classes and super-
classes for state descripdon. This capability is extremely
important in professional applications, such as hierarchical
object modelling, which have gone past the point where
pure mathematical modeling is effective.

Such activities require in-depth conceprug! analysis as
opposed to repeated processing of modeled elements. This
conceptual analysis is provided through an arranged, or-
dered structure called a knowledge base. However, 3
simple knowledge base for storage and retrieval of informa-
tion is effectively useless for complicated activities such as
those to be performed by an Intelligent Machine, unless the
structured knowledge base can be used to infer other knowl-
edge from what has been stored explicily. Accomplishing
this task requires the examinaton and use of the ggmgniic
structure of the concepts invoived.

A SNET provides a map of the semantic meaning of a
natwral language sentence in an ordered, arranged, struc-
tured knowledge base. This permits several syntactically
different sentences, all of which have the same meaning, to
be related immediately. Were the SNET being used as a
database of information, a savings of space would be
achieved, since multiple distinct representations would not
need 1o be maintained. In addition, the modeling of data-
bases through the use of SNETs can be preferable 1o mod-
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eling databases in some other way, because in the former
one can make use of the relational structures and concepts

in the data model.

The use of 2 SNET as a databasing tool is of interest in
the operation of an Intelligent Machine. This is due to the
requirement that in order to be competent in the execution of
fully autonoumous tasks, an Intelligent Machine must nec-
essarily be able to interpret its surroundings and make con-
nections between similar and dissimilar concepts. To ac-
complish this efficiently requires a set of Primitive Struc-
tures derived from an environmental model which details not
only the environment but also the capabilities of the Intelli-
gent Machine. These Primitive Structures form a core of

Levei Components Structures
U it Arb. Concspts, Sentsncs
nguistie waords, express. Daescriptions
Semantlc or Concept. Concapt Dep.,
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Figure 9: Brachman's Analysis

concepts from which remaining concepts can be built. Note
that this does not prohibit the introduction of new concepts
that are not built from the core.

The concept of using a core of primitives was first
realized by R. H. Richens in his creadon Nude, which was
responsible for language translation [8]. Richens’ Nude
system utilized semantic primitives [9], a core of concepts
from which other concepts could be built. His purpose was
to retain the meaning of the concept. His work on Nude
was organized and improved by M. Masterman in her Se-
mantic Network T [10] which created a thesaurus for or-
ganizing language concepts hierarchically. She postulated
that a lattice structure was more effective than a ree taxon-
omy. The T lattice was the final product of a network of
sub-lattices in which Masterman used what she termed
minimals rather than primitives, since hers were not ultimate
primitives. The combined work of Richens and Masterman
was adapted for Preference Semantics [11]and provides a
functional foundation that is useful for incorporation into
and adaption by Primitve Structure Database of the Plan-

ATTACK [

CASES TYPE RESTAICTION
ACTOR animate agent
QBJECT parsan or thing
INSTRUMENT maovable thing
BENEFICIARY live being, group, cause
AT_TIME time point on interval

Fiqure 10 Case_Frame for ATTACK

ning Coordinator.

The ability to compose additional concepts from a core of
original concepts is extremely important. However, in addi-
tion to the general concepts there must be some specification
as to the content of the concepts. This specific information
is necessary to ensure distinction of objects within the same
conceptual class as well as formulation of new concepts and
conceptual classes. R.J. Brachman [12] realized this and
suggested five link/node levelsas shownin Figure 9 below.

A description using a Semantic Network can exist on all of
the levels simultaneously, with objects and relations at one
level being realized using the structures of a lower level.
The question becomes, how are the structures represented for
implementation in computer environs.

The standard representation of Semantic Networks in
conventional computer environs is achieved through the
use of frames. However, it has been shown by Fillmore and
Simmons [13], {14] that simple frame relations are insuffi-
cient. They postulated that the semantic case represents the
real- world role played by an ACTOR in an EVENT. Hence
they applied restrictions to the frames developed by
Minsky. This new frame type, characterized by an event,
its cases and the type restrictions placed on related objects
is called a case_frame or schema. Anexample of sucha
case_frame is given in Figure 10, for the case_frame AT-
TACK.

With respect to the Primitive Structure Database and its
operation, the use of case_frames is highly appropriate.
This is due to the fact that in a limited environment such
as that represented by a specific robotic testbed, only
specific actions may be appropriate. For example, if a robot
has a particular type of gripper it may not be able to pick up
certain types of objects. Application of the limiting restric-
tions of a schema permits those limitations to be easily
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identified within the type restrictions of the schema. This, in
turn, provides a speed up in overall operation as less
searching need be performed to determine what applica-
tions are possible given the available information.

It had been mentioned earlier that Semantic Networks
permit classes and superclasses to be established. This isin
keeping with the idea of multiple levels of abstraction
provided by Semantic Networks. Conceptual graphs have
been examined extensively by Sowa [15] and use nested
contexts derived originally from the nested negations of
Pierce’s Existential Graphs. The idea of conceptual graphs
can be utilized in the PSDB, allowing primitive structures,
which represent primitive actions , some of which are
themselves non-trivial, to themselves be represented by
complex nested structures.

It has been discussed previously that Semantic Net-
works provide the capability of building concepts from a
core of concepts, limiting relations between objects exist-
ing at multiple levels of abstraction, and providing a struc-
tured arranged net composed of nodes and links which
represent concepts and the relations between concepts re-
spectively. Previously, Generalized Stochastic Colored Petri
Nets were introduced and their structure defined. What

remains is to determine whether or not GSCPNs can be.

derived from SNETs. This is the subject of the next
section.

4.0 Derivation of Petri Nets From
Semantic Networks

As defined in Section 2 a Generalized Stochastic
Colored Petri Net is a sextuplet of places, colors, transi-
tions, arcs, firing function(s), and initial markings. As de-
scribed in Section 3 a Semantic Network is a doublet of
arbitrarily complex nodes and arcs. If it is to be anticipated
that a GSCPN can be derived from a SNET, some relation-
ship between the varying components which form a GSCPN
and those that form a SNET must be identified.

The nodes of a SNET have been described as being
arbitrarily complex, consisting of possible nested structures,
This description is akin to the use of colors in the GSCPN,
which are used to distinguish different levels of activity.
Hence it is possible to chromatically identify the differing
levels of a complex node in a manner similar to the identifi-
cation of differing functional levels in a GSCPN. Since, as
stated, the complex hierarchy of the nodes can be repre-
sented by unfolding them, the structure of their functional
representation can easily be revealed.

Semantic Network arcs are also complex, representing
non- arbitrary relations between the nodes that connect to
the head and til of the arc. In effect, the arcs can be
viewed as functions relating the two nodes, taking one node

(state) to the other node (state). This is the exact function
of the arc-transition (Firing Function)-arc structure of the
GSCPN.

One complex difference between GSCPNs and SNETs
is that the GSCPN utilizes tokens as markers to visually in-
dicate the flow of the system operation over a marked path.
It is in this that a problem may arise. The problem is that
while both the SNET and the GSCPN have mechanisms
for identifying a flow pattern, how is it possible to create
one flow pattern from the other. Specifically, how is it
possible to create a GSCPN  from a SNET.

By definition, Petri Nets are useful for the modeling of
concurrent systems. As shown in the example of Sectionl
this concurrency can be easily achieved. Effectively, the
Petri Net passes a marker or markers, called tokens, from
one finite state to another through functions represented by
transitions.

J. A. Hendler [16] and M.R. Quillian [17] performed ex-
tensive work on massively parallel marker passing in Se-
mantic Networks. Effectively, symbolic marker passing isa
technique developed for finding connections between ob-
jects in a Semantic Network, while avoiding many irrelevant
facts. Essentially, two nodes representing the objects to be

_connected, are marked, meaning that they are identified as

being of interest. The algorithm then marks appropriate
neighbor nodes and continues in that fashion until a node (or
nodes) is marked from two differing origins. The algorithm
then uses the back pointers it established during marking to
compute a path comprised of the set of nodes and links that
were marked during the marking expansion phase of the
algorithm. The established path connects the two original
nodes that a connection was initially desired for.

It is possible that during the marking procedure,
exponential explosion of the number of marked nodes can
take place due to the large number of nodes that would exist
in even a simple SNET. This difficulty and that of algo-
rithmic improvements for avoiding false paths were exam-
ined in [18], [19], and [20], with the result being that through
restrictions on type and limitations on acceptable link tra-
versals, false paths and exponental explosion could be
virtually eliminated.

In all, this indicates that a path can and was derived from
the node and link relationships of the Semantic Network. If
those node and link relationships were to represent Intelli-
gent Machine activities, it is feasible that the derived paths
would represent an ordered sequence of Intelligent Ma-
chine activities. Like a GSCPN, the nodes of the path could
represent system states of arbitrary complexity. Unlike a
GSCPN however, the links of the SNET represent rela-
tionships between the nodes. This structure is unlike the
input arc, transition, output arc structure of the GSCPN,
where the transition represents the relation or rather action
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that takes one system state to another. Itis apparent that the
transition can be made to represent the relation of the SNET
while the input and output arcs can be formed by following
the directional pointer represented by the arc of the SNET.

Once all SNET nodes and links have been transformed
to their equivalent GSCPN nodes, transitions and arcs, one
of the nodes must be designated as the initial node in the
GSCPN. This node is necessarily one of the two from
which the marking algorithm began. What remains at this
point is the establishment of the initial markings of the newly
derived GSCPN. Logically, it can be assumed that the
transitdon to which the lead place is connected should be
active. Hence whatever preconditions it needs must be met.
This will effectively identify the inidal markings.

The result of all of the above is a GSCPN which is
ready to be used by the Planning Coordinator after having
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been derived from the Semantic Network on which the
Primitive Structure Database was created. The following
example shows the transformation of a Semantic Network
representing the manufacturing system of Section 1 into a
GSCPN utlizing the above procedure. Following it are
some conclusions as to further research and development.

Example: Giventhatthe following Semantic Network ex-
ists, the problem is to derive the Pewri Net of Figure 1,
utilizing the marker passing techniques outlined earlier in
this section. It is assumed that pruning techniques have been
and are applied to the overall SNET structure such that
unneeded branches are eliminated.

The SNET given in Figure 11 , represents the Semantic
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Network description of the manufacturing system of Figure
1. The two nodes labeled ‘Load M1’ and ‘Unload M2’
represent the nodes from which the marking algorithm is
called. Later, one of these nodes must be designated as the
GSCPN Start Node.

The marking algorithm begins by marking all neighbors
connected to the outgoing links of the two initial nodes. The
progression of this marking is shown in Figures 12 through
17 by thicker darkened lines.

As can be seen, at the completion of the marking phase,
the final figure appears as in Figure 18 which in this
example is the same structurally as Figure 11. Note how-
ever, that the marking algorithm has provided two alternate
paths from the initial nodes. They are designated by the solid
and dashed lines. This is acceptable for an overall primary
solution, because both the first and second paths are imme-
diately connected to both of the initial nodes. Thus both will
be needed for the final GSCPN construction.

Once the necessary paths have been generated, as above,
one of the two nodes initially calling the marking algorithm
must be designated as the start node of the GSCPN. In this
example that node is the one marked_‘Load M1,

Upon designation of the GSCPN surt node, it is
necessary to transform all nodes to GSCPN nodes and all
arcs 1o GSCPN arc- wansition (Firing Function)-arc con-
structions. This is accomplished as follows. Starting from
the GSCPN start node, all outgoing arcs are transformed
into input transitions and input arcs, ¢, their direction is

: { and . 02 their relation (fung-
ton) is created. The nodes at the head of the SNET arc
become source nodes for this transition and an outgoing arc
iscreated from the transition to the tail of the SVET arc. This
is shown in Figure 19 for the GSCPN start node.

Figures 20 through 26 show the progression of this
operation for each of the remaining nodes. Note that some
of this can be done in parallel. However, for clarity at this
point it is done serially. The resulting figure is the GSCPN
of Figure 1.

What remains is the initial marking of the net. From the
algorithm, it is obvious that the nodes connected to the
transition that is connected to the node designated as the
starting node of the GSCPN should each contain tokens.
Depending on the type of node, more than one token may be
necessary. Similarly, the nodes connected to the outgoing
side of the transition connected to the end node of the GSCPN
could contain tokens since the end node must necessarily
provide for the potentiality of these nodes acting concur-
rently in the operatdon of the GSCPN. In the previous
example the nodes did require tokens.
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The example provided above is a necessarily simple,
limited expression of what the overall capabilities of the
techniques proposed will eventually be able to do. The
following section provides some conclusions on the research
done and recommendations for future work on the subject.

5.0 Conclusions

This paper has introduced the use of Generalized
Stochastic Colored Petri Nets, and examined Semantic Net-
works with respect to their use as a means of realizing the
Primitive Structure Database of the Planning Coordinator.
In addition, a potential method for designing the Primitive
Structure Database of the Planning Coordinator such that
useful Generalized Stochastic Colored Petri Nets can be
derived from it was introduced. While the method
presented provides for a database structure that is both
refinable given new data and usefully structured as a knowl-
edge base, and uses an algorithm that has been tested and
accepted, the method itself has yet to be proven. Further
research, development and undoubtedly refinement par-
ticularly in the initial marking of the derived GSCPNs is
ongoing.
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