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Foreword

As the co-chairs of the DASE Symposium 2001, we would like to welcome you to this second
symposium in this continuing series. Once again we have the pleasure of holding the DASE
Symposium 2001 at the National Institute of Standards and Technology just outside Washington,
D.C., our nation's capital.

The emergence of interactive digital television (DTV) brings about a host of exciting
opportunities for broadcasters, content providers, tool developers, and equipment
manufacturers. Interactive DTV combines aspects of traditional television and the Internet that
inspires applications in e-commerce, e-learning, targeted advertising, video-on-demand, and
enhanced viewing services. As the various standards organizations and consortiums hone their
lower layer standards for interactive Digital TV, we find that although they derive from common
roots they are evolving along different lines. The results are similar but non-interoperable
standards for different technologies and different regions. Because of this, interest has shifted to
the newly emerging middleware layer standards being developed by the Advanced Television
Systems Committee (ATSC) Digital TV Application Software Environment (DASE) specialist
group in the USA and Digital Video Broadcast (DVB) Media Home Platform (MHP) in Europe
as both an enabling and unifying technology to obtain standardized interactive Digital TV content
and behavior. As these middleware layer standards traverse the balloting and acceptance process,
it is important to provide more detailed information on their structure, anticipated use scenarios,
possible additional features and potential harmonization. That is the purpose of this symposium
series. Although our focus at this symposium is on DASE, we have contributions from DVB, the
Cable industry, SMJ7rE and others. We hope that the DASE Symposium 200lwill help to bring
about global harmonization in this middleware layer and that future symposiums in this series
will focus more broadly on this generic layer.

We hasten to mention that although significant work has been accomplish in the DASE
consortium and the structure of the standard is fairly mature, it is important to note that the
standard is not finalized and is a work-in-progress.

We would like to thank the speakers for their contributions to this excellent symposium program
and, also where applicable, to the DASE effort. We would also like to thank the symposium
committee for their hard work and our co-sponsors, ATSC, for their support all of which helped
to make this event possible. As most of you already know, putting such a symposium together is
an arduous task.

Alan Mink Co- Rob Snelick Co-
Chair, DASE 2001 Chair, DASE 2001
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DASE Overview, Architecture & Common Content Types

Glenn Adams

XFSI, Inc
glenn@xfsi.com

This talk introduces DASE to newcomers. Basic vocabulary such as 'application' and 'application
environment' are defined. General approaches to application deployment are discussed along with key
problems. The approach adopted by DASE to these problems is described. A general overview of DASE
content and a DASE system is presented along with the status of the draft DASE standard and the schedule
for its completion. The expected evolution of DASE as a series of standards is introduced. Outstanding and
ongoing problems related to DASE are highlighted.

Building on the introduction, a more detailed review of the DASE content and system architectures
are described. The common facilities of both types of application environments are described in some level
of detail.
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Introduction to DASE

Glenn Adams
Chair ATSC T3/S17
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Why DASE?

L

* The Holy Grall

s Standardized Interactive Television
Content and Behavior

e Useful Side Effects

= Validate utility and design of A/90 Data
Broadcast Standard
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General Concepts

L

* Application
= Information which expresses behavior

= A program or a document

* Application Environment

s System which interprets application In
order to produce behavior

= A program or document processing
system
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Application Approaches

L

* Embedded Approach
* Thin-Client Approach
* Full-Client Approach




Embedded Application Approach

N

L

* Application pre-installed on receiver

* Generally non-portable; requires re-
Implementing or porting for new
receivers or new technology

* Hard to change or innovate with new
applications

* Very stable, but only simple features




Thin-Client Approach

N

L

* Application shared between server
and receiver

* Application Is executed or
Interpreted on server

* Requires low-latency, high-bandwidth,
noint-to-point communication channel

e Does not scale well




Full-Client Approach

N

L

* Application dynamically installed on
receiver through broadcast or point-
to-point channel

* Application executed or interpreted
on receiver

* Requires more resources and greater
performance than thin-client
approach
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Problem #1: Installing Application

L

* How to install application on receiver?

s I T pre-installed (embedded), then it is
difficult to innovate.

= 1T dynamically installed, then application
must be transmitted (downloaded) to
receiver and prepared for processing in
sufficient time for It to be ready to
process at the intended time.
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Problem #2: Application Form

L

* What form should an application take?
= Form = Content Type(s)

* [T procedural, then what type?

= hative compiled code
= portable byte code (p-code)
= source code

* 1T declarative, then what type?
= HTML, XHTML, SMIL, SVG, XML, MHEG
= graphics, fonts, ...




Problem #3: Environment

N

L

* What “native” resources may an
application reference or utilize?
= graphics, video, audio, user input
(remote/keyboard), broadcast stream,
network, memory, processor

* How to reference or use?

= | mechanism is proprietary, then
portability of applications cannot be
maintained.

10




DASE Approach to Problems

N

L

* Problem #1: Installing
= Download through broadcast stream.

* Problem #2: Application Form

m Standardized form: strict conformance.

* Problem #3: Environment
s Standardized environment; compliance.

11




DASE System Interconnect

N

L

Broadcast
Transport

User Input

DASE System

Platform Services
(OS, 1/0, Memory

> Display

> Audio

12




Application Resources

N

L

Video
Audio

Data — ] ’

APP1

RESI1

APP2

RES2

APP3

RES3

app.xml

pic.png

Xlet.class

13
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DASE Application Types

L

* Declarative Application
* Procedural Application
* Hybrid Application

14
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DASE Declarative Applications

L

Declarative Content Type
s XDML (XHTML Subset)

Supporting Content Types
s CSS, ECMAScript, Graphics, etc.

Document Object Model (DOM)

Declarative Application Environment
s System Behavior

15
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DASE Procedural Applications

L

* Procedural Content Type
= Java™ Class File Format

e Supporting Content Types
= Graphics, Audio, Video, etc.

* Procedural Application Environment

s Java™ Virtual Machine
= APIs (PJAE, JMF, JavaTV™, HAVI Ul, ATSC)
s System Behavior

16




DASE Hybrid Applications

N

L

* Hybrid Applications
m Declarative Using Procedural Content
+* Embedded Active Object Content (Xlets)

m Procedural Using Declarative Content
+ Synthesize Markup, Style, Script Content

17




DASE Content
(XHTML, CSS, ECMAScript, JavaTV Xlet, ...)

DASE System

Declarative Application Environment Procedural Application Environment
XHTML Cascading ECMASCcript Java Byte Code Interpreter
Stylesheet . !
Interpreter Interpreter (Java Virtual Machine)
Interpreter
Document and Environment Object Model pJava, JMF, JavaTV, HAVi, DAVIC, ATSC
API Implementation API Implementation

Common Content Decoders
(PNG, JPEG, TrueDoc Font', ..)

Security Framework




DASE Levels

N

L

e Level 1 — Local Interaction
s Enhanced TV

* Level 2 — Remote Interaction
s Interactive TV

e Level 3 — Internet Enabled
m Internet TV

19
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DASE Level One

L

 Basic Foundation
* Broadcast Only
* No Return Channel

20
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Example DASE-1 Applications

L

* Play Along Games
s Jeopardy

e For More Info

s Sport Stats, Product Info (e.g., local car
dealer based on user’s Zip Code), Local
Weather and Traffic Updates

e Mini Program Guide

21




DASE Level Two

N

L

* Builds upon Level One
* Return Channel

* Enhanced Security Framework
= Digital Signhatures
s Return Channel Encryption

* Plug-Ins, Persistent Applications
* T-Commerce Applications
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Example DASE-2 Applications

L

* Community Gaming
= Play Against Community of Players
= Gambling (where legal)
e “T-Commerce”
= Instant Purchase
= Coupon Printing

* Full Program Guide

23
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DASE Level Three

L

* Builds upon Level Two

e General Internet Content

= Must handle invalid, non well-formed
content to be Iinteroperable

e Web TV

24




Example DASE-3 Applications

N

L

* Internet Browsing
= General Web Access

* Internet Commerce
= Banking
s Investment Management
= C2B, B2B

25
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DASE Standard (1)

L

e Part 1: Introduction, Architecture, and
Common Facilities

* Part 2: Declarative Applications and
Environment

* Part 3: Procedural Applications and
Environment

* Part 4: Application Programming Interface
* Part 5: Portable Font Resource

26
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DASE Standard (2)

L

e Part 6. Security
* Part 7: Application Delivery
* Part 8: Conformance

27




DASE Development Schedule

N

L

* DASE-1 expected to be completed by
end of 2001

* DASE-2 requirements development
under way

28
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Deployment Challenges

L

e End-to-End Issues
s Metadata
s Format Conversion

= Synchronization

* Interoperability
= Conformance Requirements
= Compliance Testing

29
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Distribution Issues

L

* Authoring Standard

s Will authors create native DASE content
format or other content to be
transcoded into DASE format?

» SMPTE DDE-2

e Redistribution

= Will non-terrestrial media (cable and
satellite) distribute DASE content?

30
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Harmonization Issues

L

* DASE, MHP, and OCAP

= Common declarative functionality
= Common procedural functionality

= Many other details differ; but general
approach and technology choices are
Identical.

s Significant transport level differences

31




We Need Your Help

N

L

* Development of DASE Standard
depends upon volunteer commitments.

* Much more work i1s need to obtain all

of the promise of standardized ITV.

32




DASE Declarative Applications & Environment

Glenn Adams

XFSI, Inc
glenn@xfsi.com

This talk focuses upon the declarative application content and system provided by DASE. The key
W3C standards adopted by DASE are reviewed and their use in DASE is described in some detail.

31
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DASE Declarative Applications

Glenn Adams
Chair ATSC T3/S17

N
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Outline

L

* Declarative Applications
= Pure Application
= Hybrid Application
* W3C Technology Usage in DASE

m Core Technologies and Applications
= Related Technologies (CSS, DOM)
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DASE DA —Pure

L

* Declarative Application (DA)
= markup, stylesheet, script content
= common content types
= Security content types
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DASE DA — Hybrid

L

* Hybrid Applications
m Declarative Using Procedural Content

+* Embedded Active Object Content (Xlets)
m Supported in DASE-1
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Declarative Content Types

L

* Markup Content
= application/xdml+xml

» Stylesheet Content
m text/css

* Script Content
m text/ecmascript




Primary Content Types

N

L

e XHTML Family Document Type
a XHTML DTD Driver
» XHTML Content Model

* Stylesheet Support
s Cascading Stylesheet (CSS) Level 2 Subset
s Default Stylesheet
e Scripting Support
= ECMASCcript
= Document Object Model




XML

N

* What is it?
s Extensible Markup Language
s SGML Subset

* Why do It?
s SGML overly complex
s SGML feature abuse leads to poor practice
s Strong parser requirements: more robust
 How to use It?

s Define a Document Type Definition (DTD)
= Create and Validate Document Instance(s)




XML Technologies Used in DASE

N

L

* XML 1.0

* XML Namespaces

* XML Stylesheet Linkage
» XML Base

XML Canonicalization
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Related W3C Technologies Used

L

e Cascading Style Sheet, Level 2

= Both subsetted and extenc
* Document Object Model,

s Both subsetted and extenc

ed
_evel 2

ed

= Both ECMAScript (3" Edition) and Java

Bindings
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XHTML

What i1s XHTML?

s HTML

expressed as XML, not SGML

But which HTML?

n XTHM
s XHTM
n XHTM

1.0 (HTML 4.0)
_ 1.1 (HTML 4.0 subset plus Ruby)

_ Basic (~HTML 3.2)

10




XHTML Modularization

N

L

 What is It?
s Division of XHTML 1.0 DTD into Modules

s Modules define Entities, Elements, Element
Content Models and Attributes

* Why do it?

= Improves reusability; supports customization
(subsets, supersets)

e How to use It?
s Select Modules and Content Models




N

XDML

L

* XDML

s Extensible DTV Markup Language
» Defines application/xdml+xml content type

e DTD Driver Selects Modules

s Select modules which provide orthogonal core
functionality

e Content Model Entities

= Defines what can appear as the content of each
element type

12
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XHTML Modularization Use

L

* Two Document Types
s Standard — Host Language Conformant
» Frameset — Integration Set Conformant

* Full UA Conformance Not Required

» Clauses 4-6 Not Required

¢ Can reject unknown element, attribute, and
attribute value; I.e., can abort if not valid.

e Excludes Certain Modules

13
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Included XHTML Modules

e bidirectional

* client-side image map
 forms

 frame

* hypertext*

° Intrinsic events

e [ist*

° meta

* name identification

object
presentation
scripting
structure*
style

style attribute
tables

target

text™*

14
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Excluded XHTML Modules

L

applet
= USe <object>

base
m USe Xml:base

basic forms
basic tables
edit

Iframe

Image
m Uuse <object>
legacy

m Use style attribute or
rule

link
m Use xml-stylesheet PI
server side image map

15




Excluded Element Types

N

L

e applet

* pase

* pasefont
e center

e del

o dir

e font

e [frame

Img

INS
Isindex
link
menu

S

u

16




Stylesheet Support

N

L

* (Cascading Stylesheets
s Level 2 Grammar
= All Level 1 Properties
x Some Level 2 Properties

m Some Level 2 Property Value Extensions

s Some ATSC Specific Extensions
* Default Stylesheet

17




Using Stylesheets

N

L

* External Stylesheet

m Uses
<?xml-stylesheet href="..."?>

* Internal Stylesheet
m Uses <style>...</style>

* Anonymous Style Rules

m Uses “style” attribute, e.q.,
<p style=“{color=red}">...</p>

18




CS5S2-Subset- (1)

N

L

* Includes all CSS1 properties

* Includes subset of new CSS2 properties
= border-{bottom,top,left,right}-{color,style}
= bottom, top, left, right, z-index

= caption-side

= clip, overflow

= content, counter-{increment,reset}
= outline, outline-{color,style,width}
= position

= Visibility

19




CSS2 Subset (2)

N

L

e Partial Property Semantics

= display, font
¢+ CSS1 values only plus ‘inherit’
m |list-style-type

¢+ CSS1 values plus ‘decimal-leading-zero’,
‘lower-latin’, ‘upper-latin’, and ‘inherit’

s text-decoration
¢ CSS2 values minus ‘blink’

20
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CS5S-Supset (3)

L

* Includes all CSS2 selectors except.
= adjacent sibling
= child
m _first-child pseudo-class
= 'hover pseudo-class
= :lang pseudo-class

21
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CSS Subset (4)

L

* Partial @font-face rule semantics
s ‘font-family’, ‘font-style’, ‘font-variant’,
‘font-weight’, ‘font-stretch’, ‘font-size’
descriptors
= ‘Unicode-range’ descriptor

m ‘SIc’ descriptor
* Excludes @page rule semantics

22




CSS2 Extensions

N

L

* ‘atsc-tv’ media type
* ‘atsc-rgba(r,g,b,a)’ function
* Style attribute syntax

s permits inline rulesets

= based on “Syntax of CSS rules In
HTML'’s style attribute”, W3C Working
Draft, 25 October 2000

23



Scripting Support

N

L

* ECMAScript (ECMA-262)

= Third Edition (adds exceptions, regexp)
* (Language) Native Objects

= Global, Object, Function, Array, String,

Boolean, Number, Math, Date, RegEXp,
Error

* Host Objects
= Document Object Model

24




Document Object Model

N

L

* Whatis It?

= A means to create and manipulate a parsed
representation of a document instance (e.g., an
XDML document)

* Why do it?

= Content adaptation, Dynamic Style Application,
Document Synthesis

* How to use It?
s Use <script>...</script>

= Use Intrinsic events (e.g., onmouseover)
= Use triggers

25




DOMZ2 Subset

N

L

* Excluded Modules
m CSS2 (CSS2 Extended Interfaces)
= Range
= [raversal

e Excluded Interfaces

s Excludes all HTML Module interfaces
except those required for “DOM-0"
legacy script content

26




Included HTML Module Interfaces

e HTMLANchorElement e HTMLInputElement
e HTMLDocument e HTMLSelectElement
e HTMLFormElement e HTMLCollection

e HTMLOptionElement e HTMLElement

e HTMLBodyElement e HTMLODbjectElement

e HTMLDOMImplementati < HTMLTextAreaElemen
on t

27
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DOMZ2 Extensions

L

e Adds Modules
s Legacy
e Adds Interfaces

s Adds interfaces to Core, Views, and
HTML modules

28
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DOMZ2 Core Module Extensions

L

* DOMEXxceptionExt
s VALIDATION ERR
s« NO CLOSE_ALLOWED ERR

29
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DOMZ2 View Module Extensions

L

* DocumentViewExt
s Width{Px,Mm}, height{Px,Mm}
= sampleBits{R,G,B,A}
» refreshOnChange

30




DOM2 HTML Module Extensions (1)

A
\

L

e HTMLANchorElementExt

= hash, host, hostname, pathname, port, protocol,
search

e HTMLDocumentExt

= location, lastModified,
{a,,v}inkColor,{bg,fg}Color, window, clear()

e HTMLFormElementExt
= encoding

* HTMLODbjectElementExt
= complete, lowsrc, src

31




DOM2 HTML Module Extensions (2)

A
\

L

* HTMLTriggerObjectElementExt

s backChannel, contentLevel, sourceld,
enabled, releasable

32
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DOM?2 Added ‘Legacy’ Module (1)

L

* History
= length, back(), forward(), go()
* Location

= hash, host, hostname, href, pathname, port,
protocol, search

* Navigator

= appName, appVersion, appCodeName,
userAgent, ddeBackChannel, ddeContentLevel,
ddeSourceld, ddeEnabled, ddeReleasable

33




DOM?2 Added ‘Legacy’ Module (2)

A
\

L

* Window

= document, history, location, navigator
s frames, length, parent, self, top, window

s defaultStatus, name, opener, status
s alert(), confirm(), prompt()

s setTimeout(), clearTimeout()

m close(), open()

34




Validity and a Mutable DOM

N

L

What is the problem?

= DOM permits mutating a valid document in ways
that may cause it to become invalid

= However, a series of DOM mutations, though

Invalid In intermediate steps, may be valid in the
final step

Current Status

= Content must insure validity — result is

undefined (i.e., implementation dependent) If
not valid

35




DA Design Goals

N

L

* Employ best current and emerging
practice from W3C

* High syntactic and functional
orthogonality

e Support functionality of SMPTE
Declarative Data Essence, Level 1
(DDE-1) through transcoding

36




Transcoding Requirements

N

L

e Cannot transcode script content due
to run-time script content synthesis,
e.g., eval()

* Should be able to support one-pass,
no look-ahead transcoding of DDE-1
to XDML In order to meet stringent
real-time broadcast constraints

37




Transcoding Problems (1)

N

L

* document.write()

= can produce same effect as eval()

= can’t transcode because may rely upon
runtime state to produce results

= generates DDE-1 content

s therefore, must perform transcoding on
receiver also; i.e., transcode output of

document.write() prior to parsing as
XDML

38




Transcoding Problems (2)

N

L

* Interaction of ‘name’ attribute and script
content precludes reliable translation of
‘name’ Into ‘id’, e.g.,
<form name='foo’>
<input name=‘foo’ value=‘bar’>

</form>
<ScCript>
function consMutator ( fn, en, val )
{
return “document.” + fn + “.” + en + “.value=" + val,
}

eval ( consMutator ( ‘foo’, ‘foo’, ‘baz’ ) );
</script>

39
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Transcoding Problems (3)

L

* W3C has deprecated functionality
without defining alternative, e.g.

m <frameset>, <frame>
= <hr noshade>
= <legend align="bottom”>

40




Transcoding Problems (4)

N

L

* Style Rule vs Style Attribute

= Simple transcoding requires translation
of presentation attributes into style
attributes; however,

m I T style rule already applied to element,
then synthesized style attribute may
conflict with precedence of style rule.

= Resolution requires promotion of inline
style rule to stylesheet.

41




DASE API Object Model and Examples of Use
Petr Peterka

M otorola Broadband Communications Sector, San
Diego, CA PPeterka@ gi.com

As DASE passed the initial balloting process, it becomes more and more important to provide not
only reports on the design progress, updated lists of features, satisfied requirements and the basic structure of
the APl packages but also the relationships between these APIs, typical use cases and sample applications.
There are two primary users of the DASE standard: (1) the DTV receiver implementers who will implement
these APIs on their specific devices and (2) the content authors who will be writing applications accessing
these APIs without any detailed knowledge of the target device. Our presentation will primarily focus on the
needs of the content authors.

Since there are similar efforts in different realms of the TV industry, DASE decided to reuse
existing APIs where appropriate. As a result, the DASE specification includes the following APIs. Sun's
Java TV 1.0 and IMF 1.1 APIs, HA Vi 1.1 User Interface API, W3C DOM APIs, a subset of DA VIC 1.4
APIs and an ATSC-specific set of APIs. All of these APIs are defined on top of the Java Virtual Machine
and a subset of Personal Java 1.2. Persona Java provides the basic Java packages, which abstract an
operating system; Java TV provides the core DTV receiver functionality including tuning, access to system
and service information, data carousels, extensions to IMF, etc.; HA Vi addresses the needs of an embedded
device with respect to a light-weight user interface; the W3C DOM API provides a bridge between the
DASE declarative and procedural applications. Finally, DASE adds APIs for ATSC-specific features
including PSIP (A65) and the ATSC data broadcast protocol (A90). Other extensions include support for
application management, user management and user preferences. An Xlet, a broadcast version of an Applet,
represents downloadable applications, which are delivered as data in the MPEG-2 transport stream together
with audio, video and supporting data.

The DTV receiver system services that are being abstracted by the Java APIs include Network
Communication, Content Management, Presentation and User Interface, Application and Resource
Management, Security Management, Environment Management and Utility Services.

The main focus of this presentation is not an exhaustive detailed description of al Java APIsthat are
included in the DASE standard but rather an overview of the more significant or complex packages with the
emphases on their integrations and use cases from the content authoring point of view. We will review the
main parts of the object model represented in UML notation and we will use sequence diagrams to show
interaction between the Xlet and selected DASE, Java TV, HA Vi ill and Persona Java APIs. It will give
content authors an idea of how these APIs can be used together to produce very appealing content. Main
examples will include Xlet startup and initialization, access to data carousd files, setting up an IP multicast
stream, working with user preferences, accessing the current service information, retrieving alist of channels
from the PSIP database and browsing a program schedule on a given service.
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DASE Symposium 2001

DASE API Object Model &
Examples of Use

Petr Peterka
Motorola Broadband Communications Sector

19 June, 2001
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Contents

1. Package Structures
— DASE Package
— Java TV Package
— DAVIC Package
— HAVI Package
— Wa3C Package

2. Object Models
— DASE API Model
— Java TV Model

3. Scenarios

19 June 2001 MOTOROLA
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Design Process

o Sample Applications

« Definition of System Services
 Reduced Set of DASE-1 Requirements
e Search for Existing APIs

« Call for Proposals

e Selection and refinement

« Mapping against Requirements

e Subsetting and Constraining

19June2002 @ MoOTOROLA
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Java Package Structure

java javax org
ATSC
specific APIs
Personal tv atsc
Java (from javax) (from org)
/
Java TV { meda davic gDAVIC APls
(from javax) (from org)
e =
hav
IJMF (from org)
|: HAVi User /\% W?’,E\PllgolvI
S
Interface W3c
(from org)/

19 June 2001 MoToRoLA 4
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]

Si data
descriptor
(from si)
application
\
registry

user

]

19 June 2001

carousel

DASE Packages

net

|

management

]

preferences

MOTOROLA

trigger

system

dom

security

|

graphics

legacy

L

html

Hom)

vIiewsS

(from dom)
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locator senice Xlet
f‘/\\ D ~
\ ~
/ \ A .
~
\ 7 ~
guide navigation selection transport

(from senuce)

(from senice)

(from senvce)

(from senice)

carousel

19 June 20(

net media
protocol
(from media)
graphics util
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JMF Packages

media
(from javax)

protocol

19 June 2001 MOTOROLA
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HAVI Ul Packages

ui

event
(from ui)

19 June 2001 MOTOROLA
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19 June 2001

DAVIC Packages

media

MOTOROLA

resources
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W3C DOM Packages

dom
html CSS stylesheets events views
(from dom) (from dom) (from dom) (from dom) (from dom)
19 June 2001 moToRroLA 10
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<<Interface>>
SIRetrievable

WgetUpdateTime()

A
T

javax.tv.service

<<Interface>>
SIElement

LgetLocator()
Fequaly)
FhashCode()

LgetSewicelnformationType()

<<Interface>>
ProgramEventDescription

(rom guide)

<<Interface>>
DataEventDescription

A
/ | \
/ \
/ \

(from data)
AN
<<Interface>>
ServiceDescription DASE
(from navigation) extension

|
<<Interface>>
ServiceDetails

(from navigation)

DASE

<<Interface>>
ServiceComponent

(from navigation)

<<Interface>> <<Interface>>
ProgramEvent TransportStream

(from guide) (from transport)

extension

N

DataServiceApplication

<<Interface>>

(from data)

DataServiceDescription

<<Interface>>

/////f, DASE
/\extension

(from data)

19 June 2001

11
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SIManager

SIManager()
S¥createlnstance()

SesetPreferredLanguage()
S¥getPreferredLanguage()
Sregisterinterest()

SgetSupportedDimensions() <>

S¥getRatingDimension()
SegetTransports()
SeretrieveSIElement()
getService()

Seretrieve ServiceDetails()
SeretrieveProgramEvent()
S¥filterServices()

19 June 2001

< Interface>>
ServiceNumber

Wge tService Number()

A
/\
/\
/ 0\

.

< Interface>>
ServiceMinorNumber

Wge tMinorNumb er()

A
/\
/\
/ 0\

.

javax.tv.service

<<Interface>>
ServiceDescription
(rom navigation)

WgetServiceDescription()

< Interface>>
Service

<<Interface>>
ServiceDetails

(rom navigation)

WretrieveDetails()
SgetName()

SehasMultiplelnstances()

SegetServiceType()
SgetLocator()
Sequals()
S¥hashCode()

MOTOROLA

Wretii eveS ervice Descii ption()

SgetService Type()

S¥reti eveComp one nts()

%¥ge tP rogramSche dul e()

S¥getLongName()

“¥getService ()

“¥ad dServiceComp onentChangelLigener()
S¥removeS ervice Compon ent Changel iste ner()
S¥oe tDeliverySystemType()

)

<<Interface>>
ServiceComponent

(rom navigation)

WgetName()
S¥getAssociatedLanguage()
SegetStreamType()
SegetService()

12
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org. atsc.si
<<Interface>>
ServiceMinorNumber
(from servce)
%
<<Interface>> <<Interface>> ' <<In_terface>>
AtscTvChannel NvodReference TimeShiftedChannel
L
SisHidden() SgetShiftedChannels() ‘getTlmeShm()
FisVisible() . getChannel()
\
| |
LA optionall}/extends
<<Interface>> <<Interface>>
Service ServiceDetalils
(from senvce) (from navigation)

19 June 2001 MoToRoLA 13



inta <<Interface>>
ServiceDetails
(from navigation)

gre

<<Interface>>
DataServiceDetails

/{\/%777

<<Interface>>
DataSchedule

LretrievePresentEvent()
Séretrieve FutureEvent()
Seretrieve FutureEvents()
Sretrieve Event()
SaddListener()
Sremovelistener()
SeretrieveNextEvent()
SgetServiceLocator()

Y

<<|Interface>>
DataEvent

WgetStartTime()
SgetEndTime()
SgetDuration()
SgetEventName()
Siretrieve Description()
SgetRating()
SgetChannel()

WretrieveDataServiceDescription()

S#hasDataService()
S#getDataSchedule()

<<Interface>>
SIElement

(from service)

Wgetlocator()

S¥equals()

S¥hashCode()
S¥getServicelnformationType()

<<|Interface>>
SIRetrievable

(from service)

WoetUpdateTime()

/\
o
<<Interface>>
DataEventDescription

S¥getDataEventDescription()

org.atsc.data

<<Interface>>
DataServiceDescription

LgetPrivateData()
SgetTitle()
SgetApplications()
SgetApplication()
S¥getApplication()
%getResourcelLocator()
SaddListener()
S¥removelistener()

<<Interface>>
DataServiceApplication

LgetApplicationID()
S¥getCompatibilities()
SgetTitle()
S¥getPrivateData()
S¥getResourcelLocator()
S#getResourcelLocators()
S¥getResourceNames()
%getResourceContentType()
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Data Carousel Scenario

: Xet : ApplicationConte xt L o . CarouselFile
DataSeniceDescription = DataServiceApplication
getDataServiceDescriptioh( ) \ \ \
getA;E;I ication( ) ‘ ‘ ‘

\ getPrivateData( ) u \ \
| | |
| getResourceLocator(StriTg) ‘
| CarouselFile(Locator) |
‘ getNaLme() | |
| isFile()
| |
| |
\ addListener(Caré;useIFiIeListener) 1
| | |
|

19 June 2001
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<<Interface>>
Xlet

FinitXet()
WstartXet()
PpauseXet()
PdestroyXet()

Javax.tv.xlet

<<Interface>>
XletContext

19 June 2001

®notifyDestroyed()
@notifyPaused )

SgetXletProperty()
¥resumeRequest()

MOTOROLA

16



etigores (@) vervenere rg.atsc.application

<<Interface>>
Registry
(from registry)

®getRegistryType()
$addRegistryListener()
®remo\eRegistryListener()

\
\
\
\

T

-

<<Interface>>
ApplicationRegistry

<<Interface>>
ApplicationProxy

@resume()
$getLocator()
Lstop()

<<Interface>>
ObjectStates
(from management)

GNOSTATUS :int=0

$suspend() ]

WgetStates Supported()
$addStateChangeListener()
®removeStateChangeListener()

$getCurrentState()
®getCurrentStatus ()

RregisterApplication()
PderegisterApplication()
RgetApplicationinformation()
FgetApplicatio nProxy()

LgetApplicationProxies()
SstartApplication()

¥getApplicationinformation()

<<Interface>>
Applicationinformation

RgetTitle()
®getVersion()
®getRequiredProfile()
LgetLocator()
WgetRequiredLevel()

<<Interfac....
XletContext

(from xlet)

f\

|

\
\
\

<<Interface>>
ApplicationContext

19 June 2001

MOTOROLA

®getDataServiceDescription()
WstateChanged()
®statusChanged()
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Xlet Start-up Scenario

myXlet : Xet AppManager context : dataSenice : myApplication : . InterfaceMap : TV.Container
1 ApplicationContext DataSeniceDescription || DataSeniceApplication

|
u\ getDataSenviceDescription( )

‘ initXIet(javax.tvgJet.XIetContext)

\
getAppIication(LoEJator)

|
|
|
|
gétPrivateData( ) /u
|
\

getResourcelLocator(String)

getRootCont%iner(context)

do somethinp

notifyqestroyed( )

|
o
|
|

T |

| |
19 June 2001 MoToRoLA 18

]
getLocaIAddress(Loca}tor) i]
\ \
|

|

|

|

|

|

|

|

|
|
|
|
|
|
|
|
|
|
|
|
|

|




intelligence 0 everywhere ) ) )
Recelving IP Multicast

myXet : Xet myApplication : . InterfaceMap L
DataSeniceApplication MulticastSocket

| getPrivateData( )

/U
getResourcelLocator...
~
~

getLocalAddress(Locator)

|
|
"
|
|
|
|
|

MulﬁicastSocket (port)

~
~
setlntérface(lnetAddress)
| >
joinGrBup(mcastAddress)
~
~

i
|
|

MOTOROLA

19 June‘ 2001
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<U<;2:§ﬁa?set>> <<Interface>>
egisiry UserProfile
Screate Usen) BgetName()
$getCurrentUser() WgetPreferences|()
:getUserNameSO Wauthenticate()
*Zziﬁggre()nt User() WgrantCapability ()
- 2
SdeleteUser() revokeCapability()
AtscPermission <<Interface>> RegistryChangeEvent
(from security) RegistryListener (from registry)
(from registry)
| ¥RegistryChangeEvent()
T ®registryChange() FgetRegistry Type()
UserPermission SgetCause()
®UserPermission() T
Simplies() UserRegistryEvent

®UserRegistryEvent ()
19 June 2001 moTOROLA ®getUserName() 20
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AtscP ermission
(from security)

/\
/ o\

atsc. prefe rences

<<Interface>>
PreferenceRegistry

<<Interface>>
Preferenc eNames

LgetPreference()
SaddPreference()
®remowvePreference()

<RATING_CEILING : String = "Rating Ceiling"
LANGUAGE : String = "Language”
»FAVORITE_CHANNELS : String = "Fawvorite Channels”
PERSONAL_DATA : String = "Personal Data"

PreferencePermission

FlistPreferences()

¥PreferencePermission()
Wimplies()

<<Interface>>

Preference

<<Interface>>

FawvoriteSenicesName

SaddPreferenceChangelListener()

¥removePreferenceChangeListener()

(from nawvigation)

isBlocked()

SigetPreferenceName() ®getName()
ﬁg /o
T <<Interface>> I<D<Interfa|cDe>t> <<Interface>>
- ntertace PreferedLanguage ersonhalata FaworiteChannels
RatingPreference
"
®getLanguage() ‘g:xz:ﬂﬁ SgetChannelList()
A . SaddChannel
setLanguage() "'getVa“dKeys() *removeChan(%el()
isFavorite()
MOTOROLA 21
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User Preference Scenario

: Xet

o . UserReqistry . UserProfile o o
ReqistryFactory PreferenceReqistry | PreferredLanguage
getRegjstry (org.atsc.regi stry.RegistryType) ‘ ‘ ‘ ‘
getCurrentUsFr( )
getPreferences() ‘ ‘
IistPreferenc?s( ) HJ ‘ ‘
‘ getPreference(S‘ftring) ‘ J ‘
getLanguage(final org.latsc.preferences.LanguageScope) J
addPreference(E hangeListen er(orq. atsc.preferenc esw Prefe renceChangelriste ner)
| | | |

| | | | |
| | | | |
| | | | |

19 June 2001 moToRroLA 22
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org.atsc.security
(from lang)
/\
A\ /\
/o
T
AccessDeniedException AtscPermission
¥ AccessDeniedException() ®AtscPemission ()
®AccessDeniedException() WAtscPemission )
Sequals ()
®getA ctions()
®hashCode()
Sim plies()
//\\\
AtscAllP ermission HAViPermission
FAtsc AllPemission() SHAViPermission()
SAtscAllPemission() SHAViPermission()
19 June 2001 -‘.Imp“es() “'Implles() 23




intelligence 0 averywhere

Javax.tv.service.selection

ServiceContextFactory

<<Interface>>
ServiceConte xt

CAEService ContextFactory()
S¥getinstance()

SecreateServiceContext()
SgetServiceContexts()
*¥getServiceContext()

19 June 2001

Wselect()

Seselect()

Sestop()

Sedestroy()
S#getServiceContentHandlers()
SegetService()

SaddListener()
SremoveListener()

<<Interface>>
ServiceContentHandler

<<Interface>>
Service

(from sewice)

MOTOROLA

SgetServiceContentLocators()

24
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Discovering Current Service

Scenario

. Xet o L
SeniceContextFactory | SeniceContext

AtschEhanneI

get\Ser\nceContext(javax tv.xlet. XIetContéxt)

|
getSerwce(/m |
g

getServi%eNumber( )

getM inqu umber()

getName( )

B

19 June 2001 MOTOROLA
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<<|Interface>>
Servicelist

WsortByName()
S¥sortByNumber()
SfindService()
S¥filterServices()

javax.tv.service.navigation

<<Interface>>
Servicelterator

<<|nterface>>
Service

(from service)

¥toBeginning()

S¥cre ateSe nvice Iterator()
Scontains()

®indexOf()

Wsize()

WogetService()
Fequals()

FhashCode()

SIManager
(from service)

$toEnd()
FnextService()
®previousService()
WhasNext()
%¥hasPrevious()

SeniceFilter

ServiceFilter()
Saccept()

/\
1

WretrieveDetails()
SgetName()
WhasMultipleInstances()
SgetServiceType()
SgetLocator()

Sequals()

%hashCode()

SIElementFilter

ServiceTypeFilter

LocatorFilter

PreferenceFilter

%SIElementFilter()
SgetFiltervValue()
Saccept()

WServiceTypeFilter()
WgetFiltervalue()
S¥accept()

LocatorFilter()
SegetFiltervalue()
Skaccept()

19 June zuul

WPreferenceFilter()
BlistPreferences()
LgetFilterValue()
Waccept()




@ s arvice Collection Scenario

: Xet

PSIP Database TS Filter :
: SIManager SIElementFilter

FilteredList :

SernvcelList

iterator :
Servcelterator

senice 1 :

sewice 2 :

Senice

Senice

createlnstance() ‘

SIEle meQ Filter(TS)

|
|
filterSenices(TS Filtér) u

sortByName( )

toBeginning( )

T

nextService( )

hasNext()

nextSFr\A’ ce()

\
|
getName()
I
|
|

getNam‘e( )

getLocat\or( )

-
19 June 2001

éreateServiceIterato ()
\
\
\
\
\
|
|
[
|
[
|
|
|
|
|
|
|

Mﬂmim.ﬁ

|
ﬁ

ﬁ

gl
U
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e @) “"avax.tv.service.guide

<<Interface>> SIManager
ProgramSchedule (from service)
<<|n.terface>.> @retrieveCurrentProgramEvent() ?
ServiceDetails @retrieveFutureProgramEvent()

(from navigation) retrieve FutureProgramEvents () <<Interface>>
retrieveNextProgram Event() RatingDimension
retrieveProgramEvent() (from senvice)
$addListener()

SremoveListener() @getDimensionName()

Q ®getNumberOfLewels()
WgetRatingLewlDescription()

<<Interface>>
ProgramEvent S —
ContentRatingAdvisory
<<Interface>> RgetStartTime()
ProgramEventDescription ®getEndTime() BeiDimensionNames()
‘ .
o ‘getDuratlon() getRatingLevel()
¥getProgramEventDescription () getName() BgetRatingLevel Text()
SretrieveDescription() SqetDisplayText)
WgetRating() Soxceeds ()
RgetSenvice()
@retrieveComponents()

19 June 2001 MoToRoLA 28
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Retrieving Current
Program Information

|
\
retrieveDet ails‘(SIR equestor) 4
I

notifySuc{:ess(SlRequest, S|Element([])

|
|
|
* “
|
|

i
geftProgramScheduI

‘ addListener(SICLangeListener) u

ret‘rieveCurrentPrograrJn Eve nt(SIRequesthr)

MyXlet : Xet RequestListener : OneSenvice : o o CurrentProgram :
SIRequestor Senvice SeniceDetails | ProgramSchedule ProgramEvent
getNQne() ‘

getServicJNumber( )

d] notifySucc‘ess(SIRequest, SIIFI ement[])

getName( )

|
|
|
|
|
|
|
|
|

getStartTime()

getRating()

]

19 June 2 01
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| |
| |
i getEndTime( ) i
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Conclusion

« DASE provides a very rich set of Java APIs as
part of the Procedural Application Environment

 The selected APIs are made to work together

 The Declarative and Procedural Applications
may work together via the DOM APIs

« Content providers have a powerful environment
to create compelling content

19 June2002 MoTOROLA 30



Java TV 1.0 API Technical Overview

Jm VanLoo

Sun Microsystems
James. V anloo@sun.com

The objective of the javax.tv.* packages is to browse, select, and control broadcast content, both
executable byte code and media streams. The package design requires certain broadcast protocol support,
but abstracts the protocol so asto provide a single formalism for broadcast content and a single collection of
interfaces to interact with such content. The scope of the technical overview is:

Execution Environment:

Java Virtual Machine

Broadcast Independent (Implicit) Packages (java.*)

Broadcast Specific Packages (javax.tv.* and javax.media.*)

Silent on User Interface Packages (java.awt.* and org.havi.ui.*)
Service Life Cycle:

Executable Content (javax.tv.xlet.*)

Media Content (javax.tv.service.*)
Service Metadata

Service Portals (javax.tv. { navigation,guide,transport} )
Service Selection

Searvice

ServiceContext

ServiceComponents (with companion ServiceContentHandler)
Data Selection

Broadcast Protocol Data (javax.tv.carousel.*)

Internet Protocol Data (java.net.* and javax.tv.net.*)
Media Stream Control (javax.media* and javax.media.protocol.*)

73



JavaOne

s 2001 Worldwide Java Developer Confer

The Java TV 1.0 API:
Technical Overview

Jon Courtney
Java TV Specification Lead
Sun Microsystems



Purpose of This Presentation

Become familiar with the primary features
that the Java TV API provides for creating
content for interactive digital television.

JavaOne



About the Speaker

' Led the completion of the Java TV 1.0 API
specification.

" Represented Sun and promoted Java TV
API In television standards bodies in U.S. &
Europe.

' Currently specification lead for J2ME
Personal Profile.

JavaOne



Key Topics

+ Java TV Broadcast Environment
* Application Life Cycle Model
 Service Information API
 Service Selection API

' Broadcast Data APIs

' Media Control

JavaOne



Environment

'Java Platform Jae) TY Auollatons | 4e— fgﬂircation
1 Virtual Machine e — Java
¢mmmmm Technology
U Core APIS Java Platform Layer
a UI APIS Real-time OS RTOS
1TV extension APIs P DeviceDrvers Layer
;Digital Television Receiverfmm Eﬂa;g:vare

JavaOne



Environment

Broadcast Platform
1 Operating System
] Tuner Control
1 Demux Control

1 Conditional Access

[JMedia Pipeline

[1Service Information

Database

Jaiel TY Agglieziilon | fgﬂ:ﬂa“““

© JavaTV AP

Java Platform

Real-time 0S
f Device Drivers

Hardware

Digital Television Receiverf ] Layer

JavaOne



Broadcast Platform

Major Hardware Components

MPEG2 Encrypted Conditional Decrypted
Transport MPEG Access MPEG
Stream Stream  Subsystem  Stream

{video)

faudio)
tamd Tuner Module

Antenna
l l (data)

Tune MUX Select

Decoder
Framebuffer

JavaOne



Java TV

Architecture & APIs

JavaOne



Java TV Components

S

Antenna

Service

Sdalection

Broadcast
Data

Tiuner Module

l
=

Service
|nformation

Decoder

Data

Media
Control

Eramebutier

JavaOne



Java Platform Features

Basic services for TV applications
- Input/Output
JJava.lo

- Networking
]java.net

- Graphics & Ul

[1Java.awt

- System functions
[1java.lang, java.security, java.util...

JavaOne



Java TV Architecture

Major API Elements

* Application life cycle
 Service Information
 Service Selection

' Broadcast Data

' Media Control

JavaOne



Java TV Architecture

Locators

A mechanism for referencing data and
resources

' Locators are opaque references to
[]1Broadcast file systems
[1Portions of service information
[1Sources of audio and video content
letc.

JavaOne



Java TV Architecture

Locators
' Handles to information and resources
' Typically generated by the API

 Created from / externalized to string form:
] LocatorFactory.create(String) -> Locator
[ Locator.toExternalForm() -> String

JavaOne



Java TV Architecture

Security & Resource Management
 Policy is determined by network/platform
' Policy enforced by receiver

' Expressed using exceptions
* Try & refuse model

JavaOne



Java TV Architecture

Application Life Cycle Model

JavaOne



Application Life Cycle

Goal: Define a model for TV applications
 Learn from existing application models
' Develop a model appropriate for TV

JavaOne



Application Life Cycle Model

Features:
' Ease of use for application developers

' Model separate from:
[JWindow system management
[ IResource management
L] Application management policy

" Minimal requirements on app managers

JavaOne



Application Life Cycle Components

oplication Manager
et
etContext

X X X >

et State Machine

JavaOne



Application Manager

 Xlets can be destroyed at any time
 Current state of Xlet will always be known

* An Application Manager can change an
Xlet's state

* An Application Manager will know if an Xlet
has changed state

JavaOne



Application Life Cycle

Four application states:

Loaded
| | Code is loaded, initialized

Paused
L1 Application quiescent, minimal resource usage

Active
L1 Application is executing normally

Destroyed
L] Application has released resources, terminated

JavaOne



Application Life Cycle

Xlet Interface

' Implemented by the application

' Methods to signal state transitions

* Xlets managed by Application Manager
- Similar to applet model w/o Ul

JavaOne



Application Life Cycle

Package javax.tv.xlet;
public interface Xlet {
void initXlet(...);
void pauseXlet();
void startXlet();
void destroyXlet(...);

}

JavaOne



Application Life Cycle

initXlet()
Loaded {1 Paused

start¥let ()

1 P
destrovilet () destroviletd)

g destrovilet ()

JavaOne



Application Life Cycle

XletContext
" Provides property interface

' Used by Xlet to signal state transitions to the
application manager

-~ Xlet.initXlet(XletContext context);

JavaOne



Application Life Cycle

package javax.tv.xlet;

public interface XletContext {
Object getXletProperty(String);
void notifyPaused();
void resumeRegquest();
void notifyDestroyed();

JavaOne



Java TV Architecture

Service Information API

JavaOne



Service Information

* What is Service Information?
[1Data In the broadcast stream
[1Provides details about the available services

* What Is a Service?
1A collection of content for display
[JAudio/Video/Applications/Data
[1Often referred to as a "channel"

JavaOne



Service Information

' Data format is protocol independent

* Accessible to applications via S| API
Sl model is read-only database
' Database populated from the broadcast

JavaOne



Service Information API

Features

' Protocol independent

 Storage and delivery independent
' Extensible for new Sl types

' Cached and non-cached access

* Sync and async access

 Service discovery

JavaOne



Service Information API

Three "views" of service information:
' Navigation package
LI Traversing through hierarchical Sl data
' Guide package
LJEPG support
[JProgram schedules, events, rating info

 Transport package
[1EXposes Sl delivery mechanisms

JavaOne



Service Information API

Asynchronous Retrieval
Database cannot cache all Sl data
High latency Iin accessing data not in cache

nconvenient for programs to block while
wailting for data

JavaOne



Service Information API

Asynchronous Retrieval

' Asynchronous retrieval mechanism permits
applications to queue requests and continue
execution

' Asynchronous data access methods prefixed
with ‘retrieve’
L] RetrieveProgramEvent(...)

JavaOne



Service Information API

Asynchronous Retrieval

' Interface SIRequestor implemented by
applications to receive data

[Jvoid notifySuccess(Sl Retreivable]])
[Jvoid notifyFailure(...)

JavaOne



Service Information API

Asynchronous Retrieval
' Interface SIRetrievable extended by
retrievable data types
LI Bouquet
(I Network
L IProgramEvent
[1ServiceDetalls
L1 Etc.

JavaOne



Service Information API

' SIRequest objects returned by asynchronous
retrieval calls

1 Boolean cancel();

" Example:

[1SIRequest retrieveProgramEvent(L ocator,
SIReguestor);

JavaOne



Service Information API

Request model - summary

 Objects wishing to receive service
Information asynchronously implement
SIRequestor

' Data Is returned as SIRetrievable

 SIRequest objects returned to cancel the
request

JavaOne



Service Information API

S| Manager

" Provides access to Sl database

' Event generator describing Sl updates
" Provides list of available services

- Sl filtering operations

JavaOne



Service Information API

Package javax.tv.service.navigation;
public class SIManager {

ServiceCollection
createServiceCollection(ServiceFilter);

Service getService(L ocator);
Transport[] getTransports();
SIReguest retrieveS| Element(L ocator, Sl Requestor);

JavaOne



Service Information API

Service API

" Represents a source of content, aka
"channel”

' Selectable via service selection API

 Persistent data: name/number, locator
[]Cached available synchronously
[1"Installed services" for bootstrap

 Asynchronous access to service "details"

JavaOne



Service Information API

ServiceDetalls

' Service meta-data

[1Represents a specific instance of a service Iin
the broadcast

[1Reports description, program schedule, etc.

[IReports service components & types (e.qg.
Audio, video, data)

' Extensible for new meta-data

JavaOne



Java TV Architecture

Service Selection API

JavaOne



Service Selection

Features

 Abstracts "tuning" operation
 Asynchronous operation
 Conditional access results exposed

 Support for multiple selection "contexts"

JavaOne



Service Selection

Key APIs

 ServiceContext
[1Object used to select a service
[1Often maps to a physical tuner on the device

 ServiceContentHandler
[1Responsible for the presentation of a service
I Typically related to a JIMF Player

JavaOne



Service Selection

ServiceContext

" Represents an environment for presenting
media and downloaded applications in a
service.

" Provides service selection operation
] ServiceContext.select(Service);

' Reports currently selected service

JavaOne



Service Selection

ServiceContext
' Management of multiple contexts
' Access to content "handlers"

 Signals current state via events for
completion, redirection, failure

JavaOne



Service Selection

Service Context State Model

" Not Presenting
[ 1 PresentationTerminatedEvent

" Presentation Pending
L] After select operation, before completion

JavaOne



Service Selection

ServiceContext State Model

" Presenting

[INormalContentEvent: Requested content is
presented

(] AlternativeContentEvent: C/A redirection

 Destroyed
[1ServiceContextDestroyedEvent

JavaOne



Service Context States

completion

Presenting Pending

JavaOne



Java TV Architecture

Broadcast Data APIs

JavaOne



Broadcast Data

Features
~1le style access to broadcast filesystems
Push style delivery for streams

DatagramSocket access to broadcast IP

JavaOne



Broadcast Data

Package javax.tv.carousel

' Provides access to bounded data Iin
hierarchical, cyclically transmitted broadcast
filesystem

[1DSMCC object carousel
[1DSMCC data carousel
[JATVEF UHTTP

JavaOne



Broadcast Data

Package javax.tv.carousel

 CarouselFile extends java.io.File
[1Represents broadcast files

(] Familiar mechanisms from java.io package
[IFilelnputStream
[JRandomAccesskFile
[IFileReader

JavaOne



Broadcast Data

CarouselFile

Event notification of content changes
[IInterface CarouselFileListener

Latency management

[IInstancing a CarouselFile notifies system to
asynchronously cache file from broadcast

Referenced via locators or fllenames

[1Broadcast filesystem is mapped into local file
name space

JavaOne



Broadcast Data

PushSourceStream
" Represents source of streaming data
 Acquired through JMF manager

' Delivers data in non-flow-controlled manner
[1Client i1s notifled when data arrives

 Subinterface throws exceptions for data loss

JavaOne



Broadcast Data

Package javax.tv.net

* Javax.tv.net.InterfaceMap permits access to
broadcast IP through conventional
mechanisms

[ Dynamically maps locator to broadcast IP into
private local IP address

[JUnicast and multicast supported

[1Access through familiar java.net mechanisms
[1DatagramSocket, MulticastSocket

JavaOne



Java TV Architecture

Media Control APIs

JavaOne



Media Control

Java Media Framework manages pipeline
JMF Player wraps decoder, rendering
JMF DataSource wraps tuner & demux

MPEG2 Encrypted Conditional Decrypted
Transport MPEG Access MPEG
Stream Stream  Subsystem  Stream

(video)

(audio)
Eamd TUiner Module

Antenna
l l {dlata)

Tune MUX Select Data D
Speaker

JavaOne

=
2
o
@
E
o

Decoder

L




JMF Architecture

Manager

DataSource — Player

JavaOne



Media Control

"~ Player

[1Renderer of streaming content
_|Supports one or more media types
_ILikely implemented in hardware
_|Manages state and synchronization

JavaOne



Media Control

 Controller
[1Subinterface of Player
[]Provides state change notification
[]Manages state machine

JavaOne



Media Control

© DataSource
[ 1 Abstracts the source of the media data
[]Data Is typed

[]Location of data referred to by an opaque
reference

JavaOne



Broadcast Pipeline

JMF Player and DataSource
" Representation of network interface
" Representation of rendering pipeline

 Separation allows reuse of pipeline

' Synchronization primitives
[ Media time exposed

JavaOne



Broadcast Pipeline

JMF Player and DataSource

 A/V control primitives
[JJMF Controls published
[1Runtime extendible
[1Media time control

' Resource management mechanisms
[1Events signal state transitions

- Small framework abstracts hardware

JavaOne



JMF and Java TV

- JMF mostly hidden to applications

- DataSource & Player connected
transparently

* When a service is presenting, the IMF
Players can be obtained

[1SC.getServiceContentHandlers();

' Some standards define their own JMF
controls

JavaOne



Java TV Architecture

Additional APIs

JavaOne



Graphics APIs

 AlphaColor
[1Subclasses java.awt.Color
[1Provides a simple alpha blending color

- TVContainer
[1Provides Xlets with a root graphics container

JavaOne



Timer API

" Provides support for timed events

* Allows applications to be called after a
particular time has elapsed

 Similar to PersonalJdava pTimer API

JavaOne



Additional Information

* Java TV product web page
[1java.sun.com/products/javatv

JavaOne



JavaOne

Sun's 2001 Worldwide Java Developer Conference




JavaOne

Sun's 2001 Worldwid




ATSC Digital Television
MPEG, PSIP and Data Broadcast

Rich Chernock

IBM Research Watson
Research Center Hawthorne,
NY
chernock@raleigh.ibm.com

This presentation will give a broad overview of the ATSC system layers that DA SE builds upon and assumes to
be pesent. While not an in-depth examination of these layers, the intent is to give the audience an idea of the
framework that they can count on and must use. The topics to be covered are: MPEG-2 Systems, PSIP and Data
Broadcast.

MPEG-2 Systems: The base "plumbing” layer that ATSC uitilizes for the transport of all broadcast data.
MPEG-2 systems provides the multiplexing and encapsulation structures to carry data for DASE applications, as well
as "metadata’ (PSl) necessary to unwrap the different broadcast components.

PSIP: Program and System Information Protocol, which is used in ATSC systems to allow receivers to discover
what components are in the broadcast, link to the resources and provide program guide functionality to the viewer.

Data Broadcast: The T3-S 13 data broadcast standard (A190) which specifies how to encapsulate data for
broadcast on an A TSC system, as well as the mechanisms for announcement (figure out what will be broadcast) and
signaling (locate and bind the resources for a data service).
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ATSC Digital Television:
MPEG, PSIP and Data Broadcast

Rich Chernock
|IBM Research

chernock@raleigh.ibm.com

With thanks to:
Pete Schirling, IBM
Art Allison, NAB
Regis Crinon, Intel
Michagl Isnardi, Sarnoff



Environment
US| S LSS S —

The Old Days: Television involves wiggling voltages in the right way at the
right times so the receiver can recreate the pictures

The New Paradigm: Television involves transmitting database information and
parameters to allow the pictures to be calculated.

Observations:

This is NOT a computer network

A TV is not expected to behave like a computer
Going black is NOT an option

Assets not available locally or in the broadcast
don’t exist




MPEG-2 Systems Overview

Pete Schirling

Senior Consulting Engineer

IBM Research

Digital Media Standards and Commercialization

River Road MS 863N

Essex Jct, VT 05452

Phone -+1 802 769 6123
Fax -+1802 769 7362
e-mail -schirlin@us.ibm.com



MPEG-2 Systems

Everything you didn't want to know but needed
to in order to keep your job !!



MPEG-2 Transport Stream

= cnabled as a universal carrier of real-time and
non-real time information

v Multiple programs
v Associated program information

¢ PSI| (Program specific information)

¢ other information program or non-program related
v Private or public information

e Conditional access

¢ Network or application specific



MPEG 2 Data Stream Definition

Transport Packet

Xh payload Xh

payload Xh payload

Xh payload  [Xh

payload

01000111

B Contains data from 1 program / 1 elementary data type
W Fixed payload length (184 Bytes)

error | PES | Priority| PID | Scrambling | Adap | Continuity
ABytes | SYNC®) | piay | start@) (1) | 13) | cntl_fld@) | hdr(2)| Counter(4)

PID Assignments

0000- Program Table
0001- Conditional Access

0002-000F Reserved
0010-1FFE User defined

1FFF reserved

Scrambling Cntl

00 - not scrambled
O1- user defined

10 - user defined
11 - user defined

incr only when
payload is
present (see A_F)

Adaptation Cntl

00 -reserved

01- no A_F, Payload
10 - A_F, no payload
11-A_F, payload




MPEG-2 Program Specific Information
(PSI)

Program Association Table
Links the MPEG-2 program_number with the PID carrying its
TS program _map_section
Conditional Access Table
Carries CA_descriptorsthat point to the PID carrying the conditional
access vendor’ s Entitlement Management Message (EMM) stream

Program Map Table
Formed by the aggregation of all TS program _map_sections
contained in an MPEG-2 Transport Stream
Each MPEG-2 Program’'s TS _Program_map_section contains the
“Program Definition”
The “Program Definition” specifies the Program Elements and
descriptors associated with the MPEG-2 Program

Transport Stream Description Table
Carries descriptors scoped to the entire transport stream



MPEG-2 as a clocked multiplex

% delivery is based on a constant delay model
* decoder system clock is carried in the stream
* decoder resource management is based on STC

* decoder synchronization is based on STC



CBR vs VBR

= CBR - Constant bit rate
e non-variant byte stream

=« \/BR - Variable bit rate
® piecewise constant bitrate
¢ used In statistical multiplexing applications



Audio/Video Synchronization

system encode system decode

encoder |r—constant tptal delay—— | decoder

PTS PTS
1 buffer buffer
PTS 1 I PTS
— —
STC STC

STC = System Time Clock



Transport Demultiplexing
example

Decoded
Video
- Lin'_._l
MPEG-2 Transport
Stream Decoded
containing one or multiple Audio >
programs




Clock Recovery

Difference




Buffer Management

- STC runs too fast -
x caused by early byte arrivals
x decoder runs too fast
x causes buffer underflow
- STC runs too slow -
x caused by delayed byte arrivals
x decoder runs to slow
X causes buffer overflow
-results iIn FRAME SLIPPING



Program and System Information Protocol for
Terrestrial Broadcasting and Cable

PSIP

Art Allison
Director, Advanced Engineering
Science and Technology

National Association of

N/

BRO Ks



Why do we have PSIP?
&
What i1s PSIP?



L egacy System

Pick your channél




DTV System

Pick your Hand

49

43

47



Requirements

* Preserve channel number branding

e Support direct access to any channel

e Harmonized between terrestrial broadcast
and cable TV

« Compatible with printed program
guides



Requirements

e Support a variety of user-friendly navigation
paradigms

Support grouping of digital and analog
services

Extensible to data broadcasting and other
services



PSIP Defined

 PSIP = Program and System Information
Protocol

e Defined in ATSC Standard A/65A and
Amendment 1 to A/65A

e Combines and Compacts A/55 and A/56

 Must be transmitted by ATSC terrestrial
broadcastersin their DTV Transport Stream



What PSIP provides

» Leverages existing broadcaster brand names
— Maintain your channel identity

* Enablesfaster tuning

« Supports V-Chip and conditional access

e Also Provides an announcement service
— Simple enough to go in every receiver
— Extensible for higher end products

— Small change in tuning paradigm for consumer
— Compatible with printed media



Complementary Functions
Bind and Announce

 Main Tablefor current conditions
— Contains the Transport Stream Linkages
— Supports Tuning of the Programs Now

e OneMain Tablethat describes LATER

— Contains Future Event Announcements
e (and in-progress events)
— Enables Basic Electronic Program Guide

o Supporting Tables



Scope of PSIP

PSP Data

Must describe its own

DTV programming.

May describe associat

analog channel’s
programming.

Ch. 31

-

May describe ﬁ
another DTV =
channel’s -

programming. Ch. 46

WXYZ-DT

WPQR-DT

© 1997-2000
Sarnoff Corporation



PSIP Generation/lnsertion

NTSC PLANT DATA DATA NTSC
—> [24] Etc. —>| EXTRACTOR > INSERTER >
INPUT [31] [33] OUTPUT
DATA J ®\ PSIP, UPID DIGITAL
—>| BRIDGE GE@J'RF/’ASTIOR > —>
[32] < = - OUTPUT
NSures consistency
TOP-DOWN DATA PLANE ¢ T e e
PSIP data.
(taken from AT SC I mplementation \ DATA >
Subcommittee’s*“ Top Down” > SERVER A
Report) N [88] < T
S
C
DATA
Management and Control WAN EXTRACTOR M
Plane I nterface [89] [77] U
~® ‘
/ ¢ [90]
—_—> [50] PLANT [———> ENCODER [—>>
INPUT [57] DECODERS 70 Ete. [ [79]
[52-53] Etc. > : MUX 5
AUDIO [81]
Copyright © 1998 by the Advanced Television Systems Committee. Annotations by Sarnoff corporation.. > ENCODER >
[80]




Tuning Example - PSIP

Multi-
Program
Transport
Stream

—

|

/
PID # | Type |
— PID-V| Video >
BT PID-P| PCR —>
OXIFES PID-A| Audio ——>
\\ PID-D| Data [—
\A
Virtual Channel

Create v
Program Look Up ,
Guide PID’s

Table

Filter PID’s for
Elementary Streams

T

— “Tune to Program 12-3”

To A/V/ID
Decoders

Dump
Other
Packets

© 1997-2000

Sarnoff Corporation



PSIP Tables

STT System Time Table - providestime

MGT Master Guide Table - provides version, size and PID’s of all
other tables (except STT)

VCT Virtual Channel Table - provides attributes for all virtual
channelsin this Transport Stream

RRT Rating Region Table - provides rating information for multiple
geographic regions
EIT Event Information Table - provides information for events on

the virtual channels

ETT Extended Text Table - provides detailed descriptions of virtual
channels and events

DCCT Directed Channel Change Table
DCCST Directed Channel Change Selection Code Table




What' s Required for Transmission?

e | oty | Rl
STT [] [
MGT [] [
VCT O (TVCT) [ (CVCT)
RRT [] [

T | (al othersoptionay | o™
ETT optional optional

Note: For out-of-band signaling,
in cable, refer to SCTE-DVS 234.

© 1997-2000
Sarnoff Corporation



Table Hierarchy

( Base P D) « STT, RRT, MGT and VCT are carried in Transport
Ox1FFB .
— Packets with Base PID
e MGT contains PID valuesfor EIT and ETT Transport
STT Packets
RRT o EIT scarry event information for 3-hour time slots
MGT ( PID-EITO 1+ PID-EIT1 ) PID-EIT2 —{ PID-EIT3 )1
(PID-ETTV) l (PID-ETTO) l (PID-ETT1) l (PID-ETT2) l (PID-ETT3)
VCT EIT-0 EIT-1 EIT-2 EIT-3
Chan A Event(s) Event(s) Event(s) Event(s)
Chan B Event(s) Event(s) Event(s) Event(s) ooe
Chan Z Event(s) Event(s) Event(s) Event(s)
ETT-V ETT-0 ETT-1 ETT-2 ETT-3

© 1997-2000
Sarnoff Corporation



Maximum Cycle Times

T ==
ver TOOTITTI0T0T00T0011 4oms
o LR DT LR R LD |sooms

(recommended)

SR N B D D D B L

RRT | 60 s
0

>

1 2 3 4 5 6 7
t (sec)

Sarnoff Corporation



Master Guide Table(MGT)

o Listskey information about all other PSIP
tables (except STT):
— version numbers
— table sizes
—PID’s
* Allows simpler decoder designs since any

change in PSIP status is flagged in this
table.

e Only the base PID (Ox1FFB) needsto be
monitored to detect change in PSIP status.



MGT Example: Time T,

MGT

tables defined = 6; version = 8
Type Name PID Version Bytes
0x0000 TVCT | ox1FFB 2 450
(current_next =1)
0x0100 EIT-0 Ox1AAQ 2 98
0x0101 EIT-1 Ox1AAl 2 68
0x0102 EIT-2 Ox1AA?2 1 77
0x0103 EIT-3 Ox1AA3 1 80
0x0301 RRT | ox1FFB 0 990
(rating_region = 1)

Note: Underlined values are variable from station to station.

© 1997-2000
Sarnoff Corporation



Virtual Channel Table (VCT)

o Containslist of channelsin the Transport Stream.

 May also include broadcaster’ s analog channel
and digital channelsin other Transport Streams.

e TVCT =Terestrial VCT; CVCT = CableVCT
« KeyinfoinVCT:

— short name

— major and minor channel numbers

— Trangport Stream |D (TSID) and program number

— source ID, service type, access controlled and hidden
flags

— Service Location Descriptor: contains list of PID’s for
elementary streams




Major-Minor Channel Number Example

RF Ch. 31

WXYZ WXYZ-DT
4 I
analog digital
-"[;Q:'ﬁ,l .'Ilﬁ:ﬁ.l

T 2_011
?F Ch 2/ T 2_111 >

An existing analog broadcaster with

a second digital channel. Branding

Ispreserved. The DTV RF channel
number is not needed at all!

RF Ch. 46

(14 46_1”
g WPQR-DT

A digital-only
broadcaster
(no analog channel)

© 1997-2000
Sarnoff Corporation



PAT and PMT

 The Program Association Table (PAT) associates M PEG-2
Program Numberswith Program Map Table (PMT) PID’s

« The PMT associates program elements with PID’s
e Thesetablesarerequired for MPEG-2 compliance

Proaram Number

Program Association Table (PAT)

table_id = 0x00 _0x00B3
Stream Type | PID

transport_stream_id = 0X0AA1 PCR 0x0303

Video 0x0303
Audio 0x0206

Program Number | PMT PID
Ox00F1 0x0100
0x00C2 0x0440
0x00B3 0x0301

Example PMT at
PID 0x0301

© 1997-2000

Exampl e PAT Sarnoff Corporation



The Program Number Myth

 MPEG-2 Program Numbers are not related to Maor-Minor
Channel Numbers!

 MPEG-2 Program Numbers are hidden from the viewer and
serve to link MPEG-2 data structures (PAT and PMT).

« Magor-Minor channels numbers are what viewers “tune to”!

Terrestrial Virtual Channel Table (TVCT)
Major-Minor Number

Channel TSID

Program Number
Ox00F1 Service Location
12-2 0x00C2 Ox0AA1 Service Location
0x00B3

Descriptor

Service Location

1T 1T 1T 1r

What the viewer Hidden fromthe Tellsthe recaver
“tunesto” viewer whereto find PID’s

© 1997-2000
Sarnoff Corporation




TVCT Example

TVCT
number_channels_in_section = 5; TSID = Ox0AAl

Major [Minor| Short Carrier Channel | Program | Service |Source| Descrip-
Num.|Num.| Name |Freq (MHz) TSID Number Type ID tors
12 | O NBZ | 205.25 | OXOAAO | OXFFFF |analog| 20 | ch name
12 | 1 |NBZ-D | 620.31 | OXOAA1 | OxOF21 | digital | 21 ch name;
serv loc
12 | 5 |NBz-S | 620.31 | 0x0AA1 | 0x00B2 | digital | 38 | €M name;
serv loc
12 | 12 | NBZ-M | 620.31 | OXOAA1 |OxOCC7 | digital | 54 ch name;
serv loc
12 | 31 | NBZ-H | 620.31 |0x0AA1 [0x0CDO | digital | 14 | N "aMe:
serv loc

Adapted from A/65




Electronic Program Guides

Chan| Name | 6:00 PM | 6:30 PM | 7:00 PM | 7:30 PM | 8:00 PM | 8:30 PM
6-0 | CBZ City Life Travel Movie:
Wild Il
. : Movie:
6-1 | CBZ City Life Travel Wild Il (HD)
. Tune 6-1 for Movie:
6-2 | CBZ Movie: Secret Agent Wild Il (HD)*
6-3 | LCL Local News Airport Info HDOI;’]rg_glr*am

e |nteractive and Useful

- Event, Channea and Purchase |nformation

- Automatic Recording
* With Future Extensions, can enable Thematic Browsing and
Sorting- DCC has categories and enables automatic re-direction

to retain VC to PID consistency ( RFP is out now)

Adapted from slide that is

© 1997-2000
Sarnoff Corporation




Event | nformation Tables

Each EIT spans 3 hours

Start time for each EIT 1s constrained to be one of
the following UTC times:

— 0:00 (midnight), 3:00, 6:00, 9:00

— 12:00 (noon), 15:00, 18:00, 21:00

EIT-0 represents the ‘current’ 3 hours of
programming

For terrestrial PSIP, first 4 EIT’s (EIT-0, -1, -2,
-3), representing 9 to 12 hours, are required

Maximum number of EIT s =128 (16 days)




EIT Example

EIT-0
source _id = 22
num_events Iin _section = 3
Local :
Event Start Length ETM Title Descrip-
ID : (seconds) Location tors
Time
: 01 : content_
51 12:30 7200 (this PTC) Soccer Live advisory
_ 00 closed
52 14:30 3600 (no ETM) Golf Report ST
: 01 : content_
53 15:30 9000 (this PTC) Car Racing advisory

Adapted from A/65



PSIP and Data Services (A/90)

e Announcement via Extension to PSIP

— DataEvent Table (DET) - based on EIT

» For Separate Data Services
e Pointstothe VCT
e \VCT Pointsto new Structure

e Announcement via El

— Data Information may bein EITs
 For Related Data Services

* Binding vianew Table Structures
— Service Description Framework




Relevant PSIP Documents

e PSIP Standard (A/65A)
 PSIP Amendment 1 to A/65A (Directed Channel Change)
— ATSC T3 re-ballot just completed

e Conditional Access System for Terrestrial Broadcast
(A/70)

— DefinesATSC CA_descriptor for VCT and EIT

« “U.S. Region Rating Table (RRT) and Content Advisory
Descriptor for Trangport of Content Advisory Information
Using ATSC A/65 Program and System Information
Protocol (PSIP)”, September 1998 (EIA-766)

— Used for rating and content advisory inthe U.S.



THE ATSC
DATA BROADCAST SPECIFICATION:
PRACTICAL IMPLEMENTATION
CONSIDERATIONS

Regis J. Crinon, Ph.D.
reqis.J.crinon@intel.com

Intel Corporation
JF3-206
2111 N.E. 25%™ Avenue
Hillsboro OR 97124



OUTLINE
EEs— | S— s — S— s —

DTV Data Services: Generalities
2. The A/90 specification
e composition
e scope
3. Data Service schedules announcement
e types of services
e extensions to PSIP
Protocols
Service Description Framework
Data Service profiles and levels
Summary and conclusion
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DTV = Audio + Video + Data

ATSC Transport Stream carrying multiplexed:
e« AC-3 audio streams (A/53)

e MPEG-2 video streams (A/52)

e Service Information (A/65 + MPEG-2 Sl)

e data elementary streams (A/90)




IMPACT ON
DTV MARKETABILITY

As opposed to NTSC VBI-based Data Services,
DTV Data Services are an integral part of the
Broadcast signal:

« Data share the same multiplex with video and audio

« Same fundamental MPEG-2 acquisition mechanisms
are used to acquire data, video and audio.

« Data Services may be announced in a Program
Guide like Video/Audio programming



>>>>>>>> D

demod + demux

Mux + modulation

data data video || audio
encode decode | decodg | decode
1

data

gateway

I

! ; .
. O,
L '
r
\

satellite
downlink

Other
appliances

display

data data
server 2 server 1



WHAT DOES ATSC A/90 SPECIFY ?

Data Services
chedule

Application
Protocols Signaling

MPEG-2
systems
ools




SCOPE OF ATSC A/90

Examples of what i1t can be used for :

e Delivery of declarative data, Java code

e Delivery of software, images, graphics

e MPEG-4 or H.263 video streams (data piping)
e MPEG-4 audio streams (data piping)

e Carousel of MPEG-2 video files (.mpg files)

e Carousel of MP3 audio files

What 1t cannot be used for :

e Audio elementary streams of type 0x81
 Video elementary streams of type 0x02




ANNOUNCEMENTS OF
DATA SERVICE SCHEDULES

* One data service per virtual channel !
« A/90 has invented DET-K's

B-PID STT
RRT
MGT
DET-1 DET-0 for chemdl w: EIT-0 EIT-1
id
source id source id sodee T source _id source _id
for channd x:
source _id
ource id source id W for channd v \‘ sourceid
o source _id source _id |
\ for chand z
~]_ source _id //




PACKETIZATION, ERROR PROTECTION
AND PROTOCOLS

Non-flow data
controlled| | carousd

DSM-CC
download

LLC/ LLC/
SDF IP|  |o\yap - snap 1P
checksum || checksum checksum
CRC32 CRC32 CRC32
MPEG-2 addressablel DSM-CC PES Data
sections|| sections sections packets ||Piping




DSM-CC DATA CAROUSEL

Periodic re-transmission of the same data to allow
content providers to cope with viewers channel
surfing....

Channel 14.2




DSM-CC DATA CAROUSEL

SN | S S| S s—]
Periodic re-transmission of the same data to allow
content providers to cope with loss of data...
Example: Software download.




ADDRESSABLE SECTIONS CARRYING
IP DATAGRAMS

™~

Web content,
ATVEF enhancements Internet services

to A/V programming (datacasting)




SYNCHRONIZED DATA

Data Is synchronized with audio/video content




APPLICATION SIGNALING

Video elementary stream

Audio elementary stream

Data elementary stream 1
ATSC

Virtual Channel Data elementary stream 2

Data elementary stream N

|

SDF data for discovery and binding of the data
components used by a receiver application.



REFERENCE TO DATA WITHIN THE
SAME VIRTUAL CHANNEL

SEEssoTS—— | S S | S | e—
ATSC multiplex

BN BN B N
1 /H/

I

I

Appl — | — — — L

Data Service Table



DATA SERVICES FOR
DUAL-TUNER RECEIVERS

ATSC Multiplex1 ATSC Multiplex2




REFERENCE TO DATA IN ANOTHER
VIRTUAL CHANNEL

Tuner 2

)
Tuner 1 -

> | Resourcel--§-

Resource 2

DST Network Resource Table



DATA SERVICES FOR

RECEIVERS FEATURING
A BROADBAND COIN ON

Internet

ATSC multiplex Broadband connectign

L A Y S S S S A A W




REFERENCE TO DATA AT
A REMOTE WEB SITE

&-:A}“"T .
Resource 1 =N
Resource 2 [
WEB
DST Network Server

Resource
Table



APPLICATION SIGNALING

SDF data is part of the data service
so content providers must provision (and pay)
for 1ts transmission

Content provider may select how often and
how big SDF information can be.

Trade-off between:
e tune-ability to data services
e latency to get access to data




DATA SERVICE
PROFILES AND LEVELS
IEs— | SS— | S— | e—

- Signaled in a descriptor carried in the
EIT-K's or DET-K's

e Profiles determine the maximum bitrate
that a data service consumes

e Levels are linked to receiver memory and
throughput requirements for synchronized
services



FOUR DATA SERVICE PROFILES
Ee— | S—— o — | S— 0 S—

Guaranteed bandwidth up to 384 kpbs

Guaranteed bandwidth up to 3.84 Mbps

Guaranteed bandwidth up to 19.2 Mbps

Opportunistic up to 19.2 Mbps

(NTSC VBI-based Data Services: 180 kbits/sec max)



DATA SERVICE PROFILES

Two classes of profiles:

e Guaranteed bandwidth

Specifies maximum bandwidth that has

been provisioned for transmission of data
service.

e Opportunistic bandwidth

Bandwidth assigned to transmission of
data service iIs variable in time, depending on

Instantaneous availability (bandwidth not used
by audio and video)



GUARANTEED BANDWIDTH

Bandwidth for A/V

time



OPPORTUNISTIC BANDWIDTH

DATA

19.2 Mbps




USE OF DATA SERVICE PROFILES

‘ At the head-end

Data Service profiles enable brokerage
of total bandwidth reserved for data services
In an ATSC multiplex:

G3=562=50G1=4G2+10G1=..
5.76 Mbps=G2 +5 G1

At the receiver

Data Service profiles specify targeted
receiver capability



FOUR DATA SERVICE LEVELS

Levell |DEBSn = 120120 bytes

Level4 |DEBSn = 480480 bytes

levell6 |DEBSn = 1921920 bytes

Level64| DEBSn = 7687680 bytes

Max throughput at level 1 = 172.8 Mbits/sec



SUMMARY

A | (S GG | S s—
* Rich set of protocols and functionalities will
allow progressive deployment of increasingly
more sophisticated services

e A/90 specifies delivery data for broadcast and
pseudo-interactive services but at the same time
lays the ground for interactive services.

e« A/90 was input to SCTE for review (DVS161)

e A/90 has a high level of compatibility with DVB:
1) Data Carousel
2) Synchronized protocol
3) Carriage of IP datagrams

e Led to 3 MPEG Systems amendments



THE ATSC T3/S513 DATA
BROADCAST SPECIALIST GROUP

The Data Broadcast Standard is
available on the ATSC Web Site:
http:.//www.atsc.org/Standards/A90/A90.pdf

A companion implementation guide Is
available in the form of a recommended
practice

Working on a 1P Multicast specification



THE ATSC IS /7 DIWG
Data Implementation Working Group

DIWG report is available on the ATSC

Web Site:
http:.//www.atsc.org/Standards/1S_151.pdf



Everything you ever wanted to know about

Data Broadcast
PRTTESETTTT eeE  eeemy  000 (mmeeeaewees 0 |

e Data Broadcasting: Understanding
the ATSC Data Broadcast Standard

— R. Chernock, R. Crinon, M. Dolan, J. Mick
— McGraw Hill, 2001



Application Reference Model

Michael A. Dolan

Industry Consultant,
miked@tbt.com

ATSC is working on data broadcasting transport issues (A/90) as well as data-specific application
environments (DASE). However, when it comes time to implement a receiver, there is a gap between them
where normative bindings and behavior needs definition. This is the Application Reference Model (ARM).
It covers a uniform naming system, data model characterization, and an application state model. This
coverage addresses such things as defining MPEG descriptors to provide the proper name bindings, and
provide guidance on state transitions based on events in the transport signaling. Also included are data
models such as files, streams, and IP packets. In summary, this links together all the basic constructs in the
ATSC data transport to ATSC-DASE, and is general enough to be used by other application environments
if needed.
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Data Services, Interoperability and
Applications

Data Application Reference
Modé

Michadl A. Dolan
19-June-2001
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Overview

* Provide the glue between A/90 transport
and DA SE application environment

o Application model buildson several ATSC
standards

 Maln areas of focus are:

— Naming system

— DataModel Characterization
« Application State Model

19-June-01 © 2001 Michael A Dolan



Warning & Disclaimer

e This presentation discusses ATSC work In
process, and therefore cannot be relied on
for product development or even excepted
final endorsement by the ATSC. Thisisan
Informative presentation about current
thinking of the technical experts on atopic
relevant to this audience.

19-June-01 © 2001 Michael A Dolan



ATSC Standards Relationship

— A/53 (Core ATSC video & audio)
— A/70 (CA)

— A/65 (PSIP)

— A/90 (Data Broadcast Framework)

— S13 Work 1n Process
e |PMulticast (IPM)
e Triggers
» Transport Stream File System (TSFS)

19-June-01 © 2001 Michael A Dolan



ATSC Standards Relationship

DASE
ARM
Triggers |PM TSFS
A/90
A/70 A/65
A/53

19-June-01 © 2001 Michael A Dolan



 Modules
e Hles

o Streams

e |P Packets
e Triggers

19-June-01

Data Models

© 2001 Michael A Dolan



Module Data M odél

o Similar to files, but generally only used for:
— Recelver firmware upgrades
— Synchronized downloads
— Limited naming scenarios
— Other “simple” scenarios
 (no mapping to DASE data mode!)

19-June-01 © 2001 Michael A Dolan



File Data Modél

e Bounded sequence of bytes

o Just like acomputer file system

» Hierarchical namespace with directories
e Carried iIn DSMCC modules

e Defined by T3/S13 in TSFS Standard
— (Wil likely be Object Carousel)

 Mapsto DASE resource

19-June-01 © 2001 Michael A Dolan



Sream Data M odel

« Unbounded sequence of bytes
e LikeaUNIX pipeor |P/TCP connection
e Carried in ether:
— DSM CC Asynchronous Download
— Data Piping
* Defined by application
 Mapsto DASE JMF built-in data sources

19-June-01 © 2001 Michael A Dolan



|P Packet Data Modél

e |nternet Protocol Packets

e Primarily Multicast only

e Carried iIn DSMCC Addressable Sections
e Defined in T3/S13 IP Multicast Standard
 Mapsto DASE datagram socket

19-June-01 © 2001 Michael A Dolan



Trigger Data Model

 Event delivery to recelver

e Supports both targets:
— Synchronized Module
— Application Event

e Carried in DSMCC Download
e Defined by T3/S13 Trigger Standard

« Application Event mapsto DASE DOM
Events

19-June-01 © 2001 Michael A Dolan



Naming System

Need to provide names for the transport resources
Each data mode! is supported

tv: URI scheme used for current video/audio
— RFC 2838

lid: URI scheme used for all other resources
— SMPTE work in process

Signaling is viadescriptorsin the DST, aswell as
DIl (for modules)

19-June-01 © 2001 Michael A Dolan



State Modéel

* Needed to provide basic transport layer
environment management

» Based on A/53, A/65 and A/90 signaling
 |nput events are existing transport signals
o States are abstract

19-June-01 © 2001 Michael A Dolan



State Model Events

 DST contains anew application
 DST omits a previous application
e PMT omitsthe DST

e PMT omitsthe Program Element that
contains the “boot” resource

e Channel Change

19-June-01 © 2001 Michael A Dolan



State Transition Diagram

AppNew

Unloaded

Loading

AppGone
DSTGone

(loading complete)
(Resour ces Needed)

TapGone
ChanChange

19-June-01 © 2001 Michael A Dolan



Recaiver Bloc

Diagram

19-June-01

© 2001 Michael A Dolan

d User ,
11BN ol s Async. data > Input >
icati Platform
> Application
4 | A > Servi
—] TBn »| SBn Synchronous datz > BUE‘Z < Environment. Se:\gca
Model :
Sync'ed data State > Memory
Model
—| TBn »| sen |»| DEBn > ’ 7y y
v
DST, NRT A
_1TBn » Bn p| ATSC SDFdec [ Back-
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STT, RRT, MGT, VCT PSIP dec Display
—| TBn » Bn > Model
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A/90 Extensions & Constraints

 New Information
e Announcement
e Signaling

e Encapsulations

19-June-01 © 2001 Michael A Dolan



New Information

e applD =UUID

o Compatibility Descriptor
o ldentifiers (lid:)

e Content Type

e Broadcaster Permissions

19-June-01 © 2001 Michael A Dolan



Compatibility Descriptor

e Organization (OUI)
o Capability

e Profile

e Leve

19-June-01 © 2001 Michael A Dolan



Content Type

.+ “MIME” Type

 More clearly defines content of:
— Modules
— Files
— Streams
— Triggers

19-June-01 © 2001 Michael A Dolan



Broadcaster Permissions

* High level broadcaster control

* Permitsdenial of application functionality
« Usable by data service author, too
 Examples:

— Prevent channel change (by application, not
user)

— Prevent display usage (which could obscure
video)

19-June-01 © 2001 Michael A Dolan



Announcement

e Advance notification of service information

» Used to make EPG and scheduling
decisions by both receiver and viewer

 Placed in EIT and optionally, DET
o Compatibility Descriptor primarily, but also
— Title, start time, and duration, If they are unique

19-June-01 © 2001 Michael A Dolan



Signaling

* Real time information about the transport
resources

e |ncludes
—applD
— Compatibility Descriptor
— |dentifiers
— Content Types
— Broadcaster Permissions

19-June-01 © 2001 Michael A Dolan



Encapsulations

e (Asynchronous only for now)

» Asynchronous non-flow controlled scenario of the
DSM-CC Download protocol encapsulated in
DSM-CC sections

* Non-streaming Synchronized Download protocol
encapsulated in DSM-CC sections

e Asynchronous I P datagrams in Addressable
Sections

* Proprietary Data Piping

19-June-01 © 2001 Michael A Dolan



Summary

« Application Reference Model

e Glues A/90 with DASE

e Extends/Constrains A/90

* Provides Data and State Models

* Provides uniform resource naming

* Needed for interoperable implementations

19-June-01 © 2001 Michael A Dolan



Author Information

Michagl A Dolan
miked@tbt.com
T3/S18 Chair

Thanksto DIRECTYV for support in the
general field and work with ATSC In
particular.

19-June-01 © 2001 Michael A Dolan



DASE Security

Taylor Kidd

OpenTV
tkidd@opentv.com

As embedded processors and digital communications come to dominate the world that surrounds us,
computer and digital security plays an increasingly important role. Today, televison is trangitioning into
this digital world as various private and public organizations throughout the world struggle to define and
implement the infrastructure needed to bring digital TV to every household. Along with the many
remarkable advantages of using digital information (eg amost zero information loss, increased noise
tolerance, accompanying programs), there are also risks due to the complexity and remarkable malleability
of digital data As such these drafting organizations, including the A TSC (Advanced Televison Systems
Committee) T3/S 17 Specidist Group -sometimes referred to as the DASE Specidist Group -are working to
include elements of digital security in their specifications.

This presentation briefly outlines and introduces digital security, covering threats, services and
mechanisms. After discussing the security approach of some of the different DTV (Digitd TV)
specifications being developed around the world, it focuses in on the security approach of the DASE
(Digita TV Application Software Environment) Level 1 draft specification. Subsequently, the presentation
concludes with some of the scenarios and approaches under consideration in DASE Level 2 security.
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Taylor Kidd (OpenTV)
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Outline

* Objective of Security
« DASE L1 Security

e DASE L1+

e Architecture

IETtV 2

DASE 2001 Symposium



ODbjective of Security

Protect and Assure
— Confidentiality
— Integrity
— Availability
Against Threats
— Competitors
— Hackers
— Thieves
— Etc.

IETtV 2

DASE 2001 Symposium



Security Services

Peer Entity Authentication
Access Control

Data Integrity

Data Confidentiality
Non-repudiation

IETtV 2

DASE 2001 Symposium



Peer Entity Authentication

Determine identity of participants
— Unilateral Authentication
— Mutual Authentication

E.Q.

A~ Bad Guy replaces his own bogus “Instant Winner”
answer file for the Gilligan Game Show before the
signal is broadcast.

~4~ — B. Guy substitutes in a bogus update file containing
1-800 phone numbers for USA TV -banking before
they’ re broadcast.

— B. Guy sends afake transaction to Jake' s bank viathe
return channel.

30007

IETtV 2

DASE 2001 Symposium



Access Control

Regulate User Access to Resources
— Used with other services
— Log user activities
E.Q.
57 — A Bad® Cola ad application attempts to access
proprietary statistical data saved by Coke ads.

S = A Bad® Cola ad application attempts to access

proprietary code and data associated with a Pepsi Cola
ad

— A Bad® Store ad application attempts to access Jake's
home emall address saved on the receiver to sall to
spammers.

30204

Iy 2
DASE 2001 Symposium '



Data I ntegrity

Insures Data Quality
— Practically means data sent is data recelved
— Not Peer Entity Authentication
E.Q.
4~ — B. Guy modifies the “ Instant Winner” answers for the
Gilligan Game Show before the signal is broadcast.

~4~ — B. Guy modifies the file containing 1-800 phone
numbers for USA TV -banking before they’ re broadcast.

— B. Guy modifies atransfer transaction to Jake’ s bank
sent viathe return channel.

30003

IETtV 2

DASE 2001 Symposium



Data Confidentiality

Protects against unauthorized accessto
Information

E.Q.
%~ — B. Guy views a pay-per-view Boxing without
paying.
-7~ — B. Guy views the “Instant Winner” answers
broadcast for the Gilligan Game Show.

— B. Guy monitors Jake' s credit card number
during a TV-Purchases, Inc., transaction across
the return channel.

30204

IETtV 2

DASE 2001 Symposium



Non-repudiation

Protection from denial
E.Q.

— After an e-commerce transaction with TV-
Purchases, Inc., B. Guy denies the transaction
took place.

m
o
d
e

m

IETtV 2

DASE 2001 Symposium



DASE L1 Services

Has

— Access Control

 Limited usefulness because there is no peer entity
authentication

Doesn’'t have
— Peer Entity Authentication
— Data Integrity
— Non-repudiation
 not relevant w/o return channel
— Data Confidentiality

QBT tv2

DASE 2001 Symposium



DASE L2 Services (potentially)

Peer Entity Authentication
Data Integrity
Access Control

Probably handled in part or in whole by
outside entities

— Data Confidentiality (e.g. encryption)
— Non-repudiation (e.g. transaction record)

IETtV 2

DASE 2001 Symposium



Broadcast Environment

application/
dase-permission

DASE 2001 Symposium



Security Architecture

e Procedura Engine » Declarative Engine
— Codein Java — Codein
— Uses Java 2 Security * ADML
Model e ECMAXCript
» Security Manager — Policies
o y VAl » application/dase-

* Policy Object permission policy

* Permission Objects » Broadcaster permission
— Well defined and tested policy

* Viewer/receiver policy
» Legacy applications
— Security

* Implementation
Dependent

QBT X

DASE 2001 Symposium



application/dase-permission

<?xm version="1.0" encodi ng="UTF-8"?>
<! DOCTYPE Perm ssion PUBLIC "-//ATSC// DTD DASE Perm ssion 1.0//EN"'" "">
<Per m ssi on>
<Request Nanme="File" Target="/com'tv/info.dat" Actions="read,wite"/>
<Request Nane="Servi ceSel ecti on" Target="*" Actions="*"/>
</ Per m ssi on>

« XML Application
o List of “Request” objects identifying grants
e Bundled with TV program

IETtV 2

DASE 2001 Symposium



application/dase-permission: DA

Operation or Feature Designation Request Name

Cookie Create, Delete, or Modify grantable Cookie

Event Attribute Create or Modify grantable RuntimeCodeExtension
Function.[[constructor]] grantable RuntimeCodeExtension
Global.eval grantable RuntimeCodeExtension
HTMLDocument.write grantable RuntimeCodeExtension
HTMLDocument.writeln grantable RuntimeCodeExtension
Script Element Create or Modify grantable RuntimeCodeExtension
Window.setTimeout grantable DelayedEvaluation

Xlet Instantiation grantable Xlet

IETtV 2

DASE 2001 Symposium



application/dase-permission: PA

Permission Class

java.awt. AWTPermission
java.io.FilePermission
java.lang.ReflectPermission
java.lang.RuntimePermission
java.net.SocketPermission
java.security.AllPermission
java.security.SecurityPermission
java.util.PropertyPermission
javax.tv.media.MediaSelectPermission
javax.tv.service.ReadPermission
javax.tv.service.selection.SelectContextPermission

javax.tv.service.selection.SelectPermission
org.atsc.application.ApplicationPermission
org.atsc.management.ManagementPermission

org.atsc.preferences.PreferencePermission
org.atsc.registry.RegistryPermission
org.atsc.security.AtscAllPermission
org.atsc.security.HAViPermission
org.atsc.user.UserPermission

Designation

denied
grantable
denied
denied
grantable
denied
denied
grantable
grantable
grantable
grantable

grantable
grantable
grantable

grantable
grantable
denied
denied
grantable

Request Name
none

File

none

none

Socket

none

none

Property
MediaSelect
ServicelnfoAcces
SelectContext

Select
Xlet
StateManagemen

breference
Registry
none
none

User i U]M_“:






NIST DASE Development Environment
Robert Sndlick

Information Technology L aboratory
Nationd Indtitute of Standards and Technology
ranelick @nist.gov

The NIST DASE Development Environment is a collaboration effort of the Nationa Institute of
Standards and Technology (NIST) and the Advanced Televison Systems Committee (ATSC) T3/S17
industry consortium for the proposed Digitd TV Applications Software Environment (DASE) standard.
NIST is directing their efforts towards the development of an ATSC Set-top Box smulation, a prototype
implementation of the DASE Procedural Application Environment (PAE) Application Programming
Interfaces (APIs) and reference applications. The intended use of the development environment is to
demonstrate proof of concept of the DASE standard, provide the impetus for conformance testing, aid the
design and development of other DASE implementations, and provide an environment for developing and
testing DASE content/applications. In aignment with these gods, the design of the development
environment emphasizes implementation clarity and portability over performance and system constraints.
To achieve these goals, the majority of the system is written in Java. The NIST DASE Development
Environment includes a runtime interface so that DASE Xlets can be easily created, run, and tested. Al
NIST produced source code, documents, and associated tools are placed in the public domain.

The core component of the development environment is an implementation of the DASE P AE.
NIST has implemented the javax.tv, org.atsc, org.havi, and org.davic APIs. The PAE APl implementation is
currently built on top of the NIST STB smulation. The simulation is a collection of Java classes that
encapsulate the functions of an ATSC STB environment. A centra task of the Java smulation classesisto
provide the implementation with ATSC data structures and associated data managers. A key aspect of the
APl PAE implementation design is an intermediate software layer, caled the Hardware Abstract layer
(HAL). The HAL povides an interface to the STB environment that hides the details of the underlying
architecture from the implementation. It is envisoned that this multi-layered design will ease the task of
porting the implementation to other receiver platforms.

The NIST DASE Development Environment also includes example native DASE applications,
Xlets, and developer tools. Native applications include implementations of an Electronic Program Guide
(EPG) and Channel Browser. Example Xlets include a Stock Ticker, E-=Commerce, and a Service Provider
EPG with in-band tuning capabilities. The developer tools include a stream injector, PSIP browser, and an
Xlet controller.
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NIST

Mational Institute of
Standards and Technology

NIST: The Who and the What
]

e Department of Commerce

e Information Technology Laboratory
e Assist U.S. Industry

e Forward-looking Standards

e Research



NIST

Mational Institute of

Qutline
7

e Overview and Motivation

e Development Environment
- STB Simulation Platform
- PAE Prototype Implementation
- DASE Native Applications and Xlets
- Developer Tools

e Future Work
e Summary



NIST
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Standards and Technology

What is NIST doing?

]
ATSC STB Simulation

PAE Prototype Implementation
Example DASE Native Applications and Xlets
Developer Tools

Bundled together as a Development
Environment
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NIST DASE Development
Environment Architecture

(MPEG bitstream) o
----------------------- 9O
| | — datafl
i E _g _ STB_ D met%]ogvc\:lall
O stream <4 & | Simulation DASE
[ATscivpeg) & | Control Application
i -
| Stj/ea'i] parserE 5 i ]
. VWA s 5 DASE
----------------------- 3 Hardware AP
OR Z | L Abstraction Interface
(NIST defined bitsiream) o Simulation Layer
% Classes R Implgnagtion
tables, Xlets, data /| ~ 0 v v v
P
stream feeder dasel (~pJava)




NIST

Mational Institute of
Standards and Technology

Benefits of NIST Environment
e

e Proof of Concept

e Conformance Testing

e Application Development and Testing
e Prototype Source Code

e NIST is Neutral, 39 Party

e Public Domain
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STB Simulation
e

Java Simulation of an ATSC STB

Independent of other system components
Consumes streams containing ATSC/MPEG tables
Data sink for APl implementation

Maintains table consistency

Performs data management, not information
management

e Extracts modules from the Data Carousel
e STB Simulation is NOT real-time
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STB Simulation Components
c—

_________ (MPEG bitstream) T
Eir STB Simulation Control
stream B M
i o )
ATSCIMPEG D " runs Xiets =
stream parser g ! =
wila [ .¢ E
L IT —» _. :
% Simulation Classes )
OR P 5
(NIST defined bitstream) ‘= e extrection -l BT
_-é * synchronization of tables E
ATSC/MPEG © * data carousel extraction =
—» © — ™ | . accessto tables & carousdl
tables, Xlets, data 5 « access 10 STB gate
Z
stream feeder




NIST

Mational Institute of
Standards and Technology

PAE Prototype Implementation

]
e DASE-J (pJava 1.2, plus and minus)

e JMF 1.0
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PAE Implementation Architecture

— dation DASE
Applications &
Xlets

Set-top Box
Simulation |




NIST

Mational Institute of
Standards and Technology

Hardware Abstraction Layer
c—

e Intermediate software layer between API
Implementation and STB environment

e Common interface that abstracts lower layer
e Enables portability

e Transforms meta-data to API objects
- Merges ATSC/MPEG tables
- Maps to API objects
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Data Flow Example
-

> dataflow

DASE Application Objects

getService()
API Java Objects

getHAL Virtual Channel ()
HAL Java Objects

getATSCVirtual Channel Tabl ()
Simulation Java Objects

map raw virtual channel

ATSCIM PEGD
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NIST HAVI Implementation
—

e Standalone implementation

e Uses java.awt light-weight components
framework

HAVI 1.0 currently

Migrating to HAViI 1.1

Framework complete with base set of widgets
Fully compatible with AWT components
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HAVI Implementation Framework
-

e Screen and Device Management

e Base Components and Containers
- HComponent, HContainer, HVisible

e Simulated HAViI Compliant System

- HScreen: simulated STB
e Background device (still image)
e Graphic device (including basic window management)
e Video device (not implemented)

e All Standard Mattes

- Flat and Image
- Still and Animated
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DAE “Implementation”
—

Basic support for file carousel content

DAE Application Manager

Extracts modules from Data Carousel

DAE Framework (interface for browser)
Displays content (currently supports HTML)

mplemented with Java Swing (renders basic
HTML)
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NIST Environment Summary

" Native ) [ DASE Xlets h
Applications [ Stock M Selection M Weather M - }[E-Commerce}
K )

Ticker Xlet Xlet Xlet Xlet

Channd
DAVIC

ie Merege )| PP Tl

Manager Manager Manager Preferences
[ Simulation | Table Extraction | [ Data Extraction] | Table Synchronization ]]
N J JVM [ PCR Manager | | Parser )]
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Implementation Status
—

e STB Simulation
— functions necessary for implementation

e PAE Implementation
— prototype implementation
— missing/evolving functionality (security, ARM, etc.)
- conformance tests forthcoming

e DAE Prototype Implementation
- framework
— thin
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DASE Applications and Xlets
—

Electronic Program Guide (EPG)

Channel Browser

User Preferences

Stock Ticker Xlet

Provider EPG Xlet (tuning via the API)
E-Learning Xlet

E-Commerce Xlet (HTML, no back-channel)
Weather Xlet
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Developer Tools
c—

Stream Encoder (Simulation)

Transport Stream Feeder

Meta-Data Browser

Software MPEG Parser (De-multiplexor)

APl Unit Tests

DTV/STB Simulator (remote/controller/display)
RunXlet

Xlet Manager Viewer/Controller
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Runtime Environment

Stream
Feeder

PSIP

Meta-Dat
Browser

Xlets, PSIP, data

4 )
Xlet

Control/

View

Simulation

N

DTV/STB
Controller

DASE Environment

> tools.simulation.RunX|et
\RunXIet > applications.xlet.stock. Stock Ticker

v
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Stream Feeder/Meta-Data Browser
7

= feeder BIEE = | Data Content [EIEIS
||-:EE;|;_'T‘- ¢ [T Data Content
--------- — & CIMIST20_WITH_EVENTS
@ [T PAT
ATSC PSIP {20} send € 5] PMT [ 20 tablefs)]
—_— @ CIMST [ 11 tableds) ]
& 3 wCeT [20 channelis)]
EPG Xlet send @ CEIT [ 248 table) ]
@ CETT [ 265 tableis)]
BUYME Xlet send @ [ RRT [ 1table)]
e ¢ [ STOCKTICKER
o [T PAT
BEUYME TIME Xlet send e O PMT [1 tablei)]
& 5 DATA CAROUSEL
BOXSCORE Xlet send § CIDST [ 1 Data Servicefs) ]
¢ LI osTI0)
STOCKTICKER Xlet  send L £ HocBM NUMPER GECRE (1
izt [YPID:{ ox1doo (7424)}
i [y VERSION_MUMBER : { 02 (2)}
Multiple Xlets send I [y SOF_PROTOCOL_WERSION : { 0x0 (3} }
@ 5 ARRAY OFAPPLICATION
STOCK FEED send ! @ 5 SERVICE_INFO




Electronic Program Guide (EPG)
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NIST-TV
NIST-N
NIST-S

FOX
ESPN
ABC
NEWSS
CBS

Baing Theara (
Educational A
MISTWatch
MHIST Update
Tennis
Jenny Jlones
l“.-l-llﬁl- Hacimg

All My Childr

Kung Fu: The Legand Contin
Educational Access
MIST Morth Eluas
Mews
SEEA Report

Donny & Marie

One Life to Live

Mawszchannal 8 Weakday-Aftarnoon Edition

The BEald and

Ax the World Turns

=afthall

Kung Fu: The Legend Cantin

Winds of Chan

The Magic 5ct | Power Ranger

Collage Trachk

General Hospital

Guiding Light

MIST Gym Rep | 2
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Channel Browser

R R I I e e e S

TV . T e R . U . I

MNIST 4.1 NIST Sports 2:00 - 4:00 PM (2 Hours)
DOC Softball Tournament (G)

Tha NIST s=oftball team daefend= thaeir Dapartmant of Commearca Iniar-agancy
title. This award winning documeantary reviews all tournamant gameas and
interviews the most outstanding players.
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Stock Ticker Xlet
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Stock Ticker Xlet

Implement Xlet interface
Acquire HAVI HScene
Open Carousel File
Build HAVI scrolling text
Start Xlet

Add Carousel Listener
Refresh Cache

Read Quotes

Update scrolling text

StockText

Stock Streamer

StockTickerXlet

/

-

generate random
guotes
(carousel module)

Simulation

‘ QuoteList ‘
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Xlet Viewer/Controller

Select Application |

applications xlets.simple. ServiceLoopXlet . ACTIVE

Debugging tool

Indicates the status of
Xlets

Start, pause, and
destroy Xlets

Handles multiple Xlets
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Resources
]

nttp://www.dase.nist.gov
mplementation Source Code
Data Sets

User’s Guide

NIST Implementation Guide

Java Doc

e Xlet descriptions and source code
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Future Work
e

Tie-up Loose Ends

Port to real-time STB
Performance Measurements
Develop Metrics

DAE Implementation
DASE-2
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Summary
—

e DASE Development Environment
- STB Simulation Platform
- PAE Prototype Implementation
- Sample Xlets
— Developer Tools

e Runtime Environment
e Prototype Source Code
e Application Development and Testing Platform
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An Automated Approach
for DASE Conformance Testing

Andrew Twigger

Uni Soft Corporation
Millbrae, CA

andrew.twigger @unisoft.com

The successful implementation of digital televison standards depends on the ability
to consistently produce, broadcast and present content to the viewer. In an open market
where multiple content providers, broadcasters and consumer electronic manufacturers
are involved in the end-to-end process, the need for testing tools is paramount. The
initial need to show component consistency and conformance to standards is essential to
the successful development and implementation of digital broadcast systems. Once an
installed receiver base is established and new equipment providing more advanced
capabilities appears on the market. conformance-testing tools will be needed to ensure
that end-to-end broadcast compatibility is maintained.

This presentation describes an Automated Test Environment that has been
developed by UniSoft as a first step towards addressing the industry's need for testing
tools. The Automated Test Environment provides a test laboratory emulation of a
broadcast to the receiver and allows a test to smulate user interaction with the receiver
through a remote control. The architecture of the Automated Test Environment is huilt
usng a flexible structure that is extensible for use in both receiver and application
content testing. This flexible design provides clearly delineated component boundaries
allowing the technology to be used in terrestria, satellite and cable operations and for
testing applications and system components written to conform to different API
standards.

The current version of the Automated Test Environment is being used by five major
consumer electronic suppliers to test their DVB MHP implementations. Extensions are
dready planned to cater for DASE and other digita television standards.
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An Automated Approach for
DASE Conformance Testing

Andrew Twigger
UniSoft Corporation
andrew.twigger@unisoft.com
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Objecti\}és

Design a flexible and comprehensive

i e SR e

, B

Test Manager

Implement a standard means to
exchange information between the

receiver and

a computer workstation

Provide sup
DUIrpPoses

port for a wide variety of test

Develop a security infrastructure

suitable for use In a test laboratory

An Automated Approach for DASE

19 June 2001
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_ Terminology
Assertion
Test Suite
Test Set

Test Purpose [TP]
Test Manifest

TETware components
» Test Case Controller [tcc]
» Test Case Manager

An Automated Approach for DASE
19 June 2001 Conformance Testing 3



= % & "

Support for POSIX-style assertion-
based testing

Test scenarios can be defined using a
powerful scenario language

Test parameters can be specified using
a flexible configuration variable
mechanism

Configuration information and test
results are recorded in a journal

Support for the standard POSIX results
codes is built In

An Automated Approach for DASE
19 June 2001 Conformance Testing 4
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TETware Testing Model
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ne test harness and the test purposesi
| run on the system under test

ne list of tests to run Is read from a

scenario file

The results of tests are written to a
journal
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MHP Testing Model

TCC does not run on the RUT, all
control operations on a host system

The test manager process provides the
Interface between the TCC, the STB,
and the other hardware components

An Automated Approach for DASE
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Test Manager

Based on publicly available
TETware 3.3

Provides the interface between
TETware and the recelver under test
[RUT]

Defined interface to hardware
specific code

An Automated Approach for DASE
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Test Manager block diagram

per test suite
configuration scenario
variables file
Delivery
subsystem
Reset
subsystem
i Receiver
- o Test Interaction
ter - ™ Manager subsystem Under
Test
control
logic
User Input
subsystem
v Media Capture
subsystem
journal
An Automated Approach for DASE
Conformance Testing

19 June 2001



\

P!

\

- / =i

ayy —=

Test Manager operations

Determine test set geometry
Prepare broadcast streams

~or each TP function:
» Reset the RUT
» Play the Initial broadcast stream
» Enter a service loop
» Write the result to a journal
» Unload the broadcast stream
» Perform reset operations

An Automated Approach for DASE
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Test Manager block diagram

per test suite

scenario
file

configuration
variables

tcc

A
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Test

\

journal

19 June 2001

Manager
control
logic

Delivery
subsystem

Reset
subsystem

Interaction
subsystem

A

\

Delivery
system

Receiver

User Input
subsystem

Media Capture
subsystem
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Test Manager Service Loop| S

Respond to requests from the
Interaction Subsystem

» Start/Stop media capture operations
* Press remote control button

» Play out a transport stream

* Log messages to the journal

* Log result to the journal

An Automated Approach for DASE
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Test Manager block diagram

per test suite

configuration
variables

scenario
file

P

&
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Delivery Delivery
subsystem system
Rese i | s soate b oty o e = S & T
subsystem
i Receiver
- o Test Interaction | =
tce = ™ Manager subsystem [ & Under
control Test
logic remote / ?
User Input  f-------------—- > control
subsystem unit
v Media Capture
subsystem
journal captured
media ;
files
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Test Set constituents

Test manifest

Each TP:

» One or more transport stream description
files

» A Java class — the “Testlet” class
» Supporting java classes

An Automated Approach for DASE
19 June 2001 Conformance Testing 43
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Test Manifest

Describes:

» Test purpose numbers
» Applicable MHP profiles and options

Configuration information affecting the
execution of test purposes

Key words identifying each TP
Location of transport stream description files
Reset operations required by each TP

Test purpose time-out

An Automated Approach for DASE
19 June 2001 Conformance Testing 14
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Transport Streams

Each TP consists of one or more
transport streams [TS]

TSs identified by channel number and
seguence number

Typically short

Designed to be played in a looping
manner

An Automated Approach for DASE
19 June 2001 Conformance Testing
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Transport Stream Generationf =
TS Description File Existing A/V 4

Stream\ /

SoftOC

\

\

Test Transport Stream
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PAT MGT

PMT EIT

YCT: Sl
Application Information Video

DSM-CC Audio
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Security Infrastructure £

Generate certificate chains (including
badly formed certificates)

Provide root certificates to receiver
manufacturers

Develop application signing tool and
hash file generation tool

Create CRLs and root certificate
management files

An Automated Approach for DASE
19 June 2001 Conformance Testing 19
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Ethernet ASI ASI RF
Linux PC StreamSourceLStreamStation el RUT
Up Converter
A
PPP over serial connection
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Planned ATE Extensions

Automating the User Interaction
Supporting Audio/Video Capture

Return Channel support via a
networked server

Automating Test Manifest generation for
application test capture and replay
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ORBIT - OBJECT RECONFIGURABLE BROADCAST USING IT
Pedro Botelho Cardoso

INESC,Portugal,
pedro.cardoso@inescporto.pt, Tel: (+351) 222094200, Fax: (+351) 222084172

Recent years have brought digital to broadcasting. In such a conservative environment as television, changes
are slow but consistent. After starting with transmission, archiving and playout, the move is now towards the post-
production environment. Current processing power and network bandwidth envisage in the near future that broadcast
solutions, based on proprietary technologies with limited multi-vendor integration, will be progressively replaced by
new alternatives adopting an IT approach based on open architectures, low cost generic hardware, distributed and
object-oriented paradigms.

INESC Porto and BBC investigated the suitability of a distributed architecture using an IT approach to
broadcasting in the European project ATLANTIC (ACTS) and continued the work in ORBIT (a BBC funded project).
ORBIT is intended to provide, over two years (1999/2001), in a pilot implementation, a small-scale model capable of
handling "live" and recorded signals, from local and distant sources, of integrating media asset management and
content handling tools and of demonstrating the facilities and the interconnections which will be needed in a full-scale
operation.

THE ORBIT PROJECT

At the end of its first phase in April 2000, ORBIT had demonstrated the technical and economical viability of
the proposed architecture. This work led to presentations and/or contributions in several organizations: SMPTE, MPEG
and Pro-MPEG. An initial version of ORBIT is currently working at the BBC R&D laboratories and has attracted
significant interest. As a result several new projects are looking at the ORBIT technology as a possible middleware
solution. The demonstrator will be available to professionals to allow testing of the new methods and tools, for program
production, while providing feedback for tuning of ORBIT.

THE ORBIT ARCHITECTURE

MBE (Multimedia Broadcast Environment), the core of the ORBIT architecture, is an object based middleware
solution for the integration of essence and metadata in broadcasting environments. This framework provides the
architecture for full-scale deployment of objects in a network environment independent of their nature by using
CORBA and XML technologies. Where proven solutions and/or standards exist they are adopted into the ORBIT
architecture. Some examples are: the ASCA (SMPTE) proposal to define the control architecture and the application
programmer interfaces (APIs) for components comprising an advanced digital studio; the W3C tools for data
representation (XML based)
and the MPEG-7 multimedia content description interface as the basis for data model development.

The post-production environment is the main ORBIT use case. The applications use Java Beans and ActiveX
Components to demonstrate the functionalities needed: intake (live DVB and recorded material), logging, program
manipulation and editing. Dual capture intake (low and high-resolution material) enables most of the operations to be
carried with the low-resolution format reducing the required bandwidth. Final edit decisions can conform to high-
resolution material using ATLANTIC techniques manipulating LongGOP MPEG2 compressed format.

CONCLUSION

Television post-production is possible today using IT technology. Post-production components can be
implemented as software objects using CORBA and XML based middleware to establish control and communication
between components and to integrate metadata and content handling. The key to interoperability however is the
definition of the middleware interfaces and consistent metadata dictionaries and schema definition in international
standards organizations.
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A BBC perspective *

* Richard Storey (BBC R&iD)

INESC o
orbit BEE o




Why the need to change?

There’s more competition than ever
Programme budgets get tighter

Viewer and listener expectations get higher

Good programme content is the key but:

Technology has a part to play

INESC =
orhit




How can technology help?

An efficient production system should:

* Provide information where and when it's needed
e Avoid unproductive delays

* Allow tasks to be done in the best order

e Make the fullest use of its resources

There Is a lot of scope for improvement!

INESC &
orbit BEE o




So the changes that need to be made are:

Re-engineer our processes to capture and retain
the metadata, keeping it linked to the media so we
can provide them both, wherever and whenever
they are needed.

But the cost of doing this must be less than the
amount of money that we can save, otherwise
there’s no business case.

(nobody In their right minds would pay for it).
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Before Process Re-engineering

Broadcasters have always had metadata - in many
Inaccessible and easy to lose forms; some of it has been

entered and lost many times.

T

This Is expensive, wasteful and demoralising.

INESC =
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But the media chain has worked
well for decades.

process process

Because we have had standards:
Physical: VHS, C format, DI-5, Digi Beta, DVC

Electronic: PAL, Rec. 656, SMPTE 270M, AES/EBU

INESC m
orbit BEE e




Re-engineering the metadata Is
CEENEWMEEESE

 The amount of data is low,compared to the video
e Sounds like a job for IT

I R

Distributed access
I

to Metadata

| | (Data model entities)

; ~—
Most tools are already there: SQL, HTML, XML...
INESC B
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To Re-engineer the metadata you need.:

Data Model to agree what the metadata means (SMEF - Standard
Media Exchange Framework)

XML to pass it around the system, along with the definitions (W3C).
Databases and search tools to store it and find it again (various)
A way of linking it to the corresponding media - e.g. a UMID (SMPTE)

A way to implement your Business Rules, what data gets entered where,
when and by whom (ORBIT)

A Project to put these all together and make them work (ORBIT)
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But what about the media?

Instant metadata is not enough. What if:

You've still got to wait a day for the tapes?

You've got to wait another day because the content was wrong?
Someone got the description wrong?

The tapes are out on loan, lost, mislaid, damaged, obsolete?
You've got to book a tape machine to view them?

You've got to view the whole tape to find the bit you want?

It takes three days to get your rushes onto the system?

Efficiency improvement requires quick,
and In many cases instant, access to media.
(Tapes are out networks are in?)

INESC &
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“Media” networks are VERY expensive

Metadata

Metadata linked
through UMIDS

BBC Desktop

- SMEF entities

Proprietary
solutions




How about the Business Case?

Savings must be greater than costs

The Media Network is the major capital cost

Could this be another job for IT?
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ORBIT

Puts media and metadata in one IT network

L1 C1 O O
i e o e B

IT Infrastructure




Media Handling in. an IT network needs:

Efficient media compression

Production guality for work in progress

A range of “browse” qualities for different working methods

Efficient storage and transport

Network and resource management

Load sharing

Current market offerings will not run on cheap IT Kit

But ORBIT does

INESC m
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Orbit chose:

MPEG2 - Long GoP for “production” quality
« Gives 3 to 1 improvement in storage efficiency

MPEG1 - | frame only, for “browse” quality
 Allows trick modes

These are pragmatic first choices. The system
itself doesn’t care.
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Long GoP MPEG2 for production quality
« Gives the best quality for a given bit-rate

 And - it's an open standard

But:

How do you:
Edit to frame accuracy?
Cascade without quality loss?
Get from compressed to component and back again?
Change bit-rate without quality loss?

orbit




Advanced Television at Low bit rates And Network
Transmission over Integrated Communication systems




Achievements of ATLANTIC

Cascading with zero loss and inter-working between
compressed and uncompressed

SMPTE Standards - the Recoding Data Set (MOLE™)
Frame accurate editing including mixer effects
Bit-rate changing with no quality loss

Transmission and storage on low-cost IT networks and
servers

All based on Long GoP MPEG2 and demonstrated at
IBC97 and IBC98

Read more at http://www.bbc.co.uk/atlantic/
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Long GoP MPEG2:

- Reduces storage and transport costs by 60%

 Brings forward the date when IT equipment
can do broadcast by 5 at least years

* For most applications, that means now

INESC
PORTO




That’s bit-rate out of the way,
what on earth i1Is middleware?




Manual Integration

‘IE%H%HHHII‘IH%HHEEEHI IIIHHH%III IIIII!IIII
Server
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Client Integration

g

-_
Server
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Middleware Integration

g

Ul
Middleware

Descriptive Data :
Essence Server Devices
Server
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Existent middleware solutions provide:

Connections across any network

A reasonable ability to inter-work between platforms and systems
Distributed processing for efficient use of resources

Some common interface formats for data

But:

They’re designed for relatively small volumes of data

Video is massive, so existing middleware won’t work

INESC
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ORBIT Uses:

’c ooy For its implementation

For its information




Provides a middleware foundation that Is:

Platform independent, Intel, Sun, IBM

Operating system independent, Windows, Unix, Sun

Vendor independent

Standardised and published by the Object Management Group

Implementations available Open Source

*Common Object Resource Broker Architecture

INESC &
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Provides a (meta)data communication format that:

|s standardised by the W3C Consortium

Used and understood throughout the IT industry

Allows the data and its schema to be carried together

XML eXtensible Markup Language

B|B]C R




For its media transfer ORBIT uses:

For moving its “work in progress”

&=

Viaterial
EXChanoe

Fofagleit

Q.

For moving its source and finished
programmes

orbit




ORBIT has developed its own
Broadcast Middleware

IDIIVIIEE For its media handling

|\/| BE For its business rules

INESC
PORTO




DIVIIEE Provides the media handling

It manages the hardware devices and software services in ORBIT
Transfers the production and “browse” quality essence

Sets up and breaks down network connections as required
Manages the location of media in the network

Manages instantiation and distribution of services

*DIMICC, Distributed Middleware for multimedia Control and Command
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DIMICC —Use Case

Essence

Intake GUI '
Intake service

Intake
options .
|§p| Monitor.ocx | M -Browse
sources

}Full guality sources

CORBA
Naming Service




|\/| BE * Provides the business rules

It brings together the media and devices, using DIMICC, and the
descriptive metadata, using XML

XML provides data model independence and allows evolution

It implements the business rules - the who, the where and the when

*MBE - Middleware for the Broadcast Environment

INESC o
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ORBIT: the bottom line.

Uses commodity IT for metadata and essence

Uses best of breed technologies where they exist
Has developed efficient Broadcast Middleware

Provides an open API for application developers

ORBIT Is a scalable and affordable
broadcast infrastructure

INESC &
orbit BEE o




ORBIT Project Timeline

Phase 1
Demonstrator BBC Open Days. 1BC2001

Ph F

October Aprll September
1999 2000




ORBIT at the BBC Open Days (May 2001)

content metadata
server(s) server(s)
AAF tools

sources

Convert
AAF

=

Production workstations

- intake, search, browse editing,
metadata manipulation

INESC =
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EXCHANGE FORMAT HANDLING THE MATERIAL (MXF)
Vitor Manuel Teixeire

INESC Porto, Portugal,
vitor.teixera@inescporto.pt, tel:+ 351222094200, fax:+351222084172

With the introduction of servers and computing devices into the broadcast chain, the exchange of content as a
file becomes a pressing need. Much work has been done on the system requirements of the new networked program
chain and many goals have been defined, notably by the EBU -SMPTE task force for the harmonisation of standards.
An area that needs urgent addressing is the file format, which will be used for the exchange of content between servers.
There are a variety of file formats in existence, but none that could claim the title of the "standard" interchange file
format. The GFORS project partners are working hard in association with standards bodies, such as the SMPTE, trade
organisations and corporations, such as the Pro-MPEG forum and the Advanced Authoring Format (AAF) Association,
to develop and agree upon a format that is smple, flexible and extensible. This paper presents a format that achieves
these goals and presents tools to allow creating applications from different vendors that interoperate.

THE G-FORS FILE FORMAT

The exchange of video as files is seen as the key technology that will enable interoperability between different
systems. The identification of a smple file format that could handle video, sound and metadata was seen as a vital
component for standardisation. GFORS looked at the various proposals for such a format and decided the likeliest
candidate was the Media Exchange Format (MXF) that is being formulated by the ProoMPEG Forum and the AAF
Association. GFORS wanted a file format that would meet the needs of simple interchange as well as being resolution
and compression independent. The partners in the GFORS project actively adopted the MXF file format specification
for their project. They are implementing and using the specification to ensure wide adoption of the Operationa Patterns
defined in the find MXF standard. MXF provides a ‘wrapper' for signa interfaces and disk-based storage of television
images, sound, data and associated metadata. Its foundations rely on the SMPTE KL V coding specification (SMPTE
336M -Data Encoding Protocol using Key-Length- Vaue) that alows full flexibility and extengbility. A compliant
MXF stream defines a base dictionary and its organization in a set of templates so that applications are able to wrap and
unwrap essence and metadata in a common space.

THE G-FORS SDK

The SDK (Software Development Kit) is divided into two layers alowing developers to use either low-leve
functions, to access a stream based on the KL V structure with severa levels of nested hierarchies, or high-leve
functions, to navigate in the metadata through a DOM (Document Object Model) structure and retrieve the encoded
audiovisua data independently of its coded format. Currently the SDK is not required to decode the essence by means
of plug-in codec architectures, dill further work will alow its integration with other frameworks that provide this
feature. This SDK contains test applications that allow developers to parse, dump and debug files and wrap and unwrap
metadata and essence.

CONCLUSION

The G-FORS project forms part of the European Commission Information Society Technology Research
program (1ST). Information about the project can be obtained at www.g-fors.com. The ideas coming out of the G
FORS Project will be communicated to standards bodies such as the EBU and SMPTE. A core element of the project
will be to build a demonstration system to show the benefits of file transfer using a generic format. The SDK generated
within the project will alow third parties to create applications abstracted from the underlying stream syntax and
organized in aflexible way.
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d the file format that accommodates the broadcaster needs
Interchanges (tape replacement)
Dle package (cut edits only)

S| re IT based

d with metadata:
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Consumption Delivery

/ Delivery K\

Consumption Packaging

Interaction Composition

Archiving

Commission Synthesis

Elaboration Analysis

Capture

Production II
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Ible framework for interchanging Metadata and Essence
from compression formats
patterns to fit different applications
| & descriptive metadata
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Wrapper

Content Item Content Item Content Item

Metadata ltem

Vital Metadata (eg Essence Type)

Asgoziatiog Metadata
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06 OE 26 34 01 01 01 02 01 05 08 00 00 00 00 00

47 6F 6E 65 2057 ...

Name

Type

M eaning

01 05 08 00 00 00 00 00

Version Title

SO 7 bit

The Version Title

01 04 07 01 00 00 00 00 00

Edge Code

ISO 7 bit

Film Edge Code




06 OE 26 34 01 01 01 02 01 05 08 00 00 00 00 00 Gone With thewind

Key Name Type M eaning
01 05 08 00 00 00 00 00 Version Title I SO 7 bit TheVersion Title

Key : Name Type M eaning
01 05 08 00 00 00 00 00 Version Title SO 7 bit The Version Title

01 04 07 01 00 00 00 00 00 Edge Code 1SO 7 bit Film Edge Code
——Title
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an share common metadata
pository for definitions
ended either in terms of new
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Header File Body File Footer

A
N —

Preamble Header Essence Postamble
partition Metadata partition
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nce, index tables, run-in, repeated header

File Header File Body File Footer
N

—
Preamble Header Index Essence Postamble Essence Postamble Header
partition Metadata Table partltlon partition Metadata

(optional) (optional) - (optional)

File Body File Footer
ORI i
/

Y Y
Header Partition Continuation Partition Continuation Partit Continuation Partition Footer Partition
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Production Track
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Video Track
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Production

Production
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> Production
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nts such as “byte order” in the file
e essence components
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n the use of the file
S aimed at creating Broadcast Programs

adata: Titles, episodic information
participants, awards
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An Optimal File Distribution M odel for Data Broadcasting
Edwin A. Heredie

Microsoft Corporation
1065 La Avenida,
SVC-3 Mountain View, CA 94043
eheredia@microsoft.com

With the advent of terrestrid digital TV, the conventional 6 MHz RF band can be used to support
not only traditional TV programs (audio and video) but also data broadcasting services. The advantage of
such services will be the opportunity to cover large segments of the population with bit rates much higher
than the typica telephone modems used nowadays. The disadvantage of data broadcasting using terrestrial
TV transmission is its one-way-directiondity. Data flows only in one direction from the server to the client
while the existence of a reverse path is less likely. However, multimedia documents such as the electronic
versions of newspapers and magazines are good candidates for unidirectional transmission since they may
be designed without requiring interactivity with a server. This class of documents requires the delivery of a
large collection of files or objects such as images, text, animations, sound, video clips, and others. In this
presentation we will examine a method to deliver those objects in such a way that user access time is
minimized.

In this presentation we examine the problem of file delivery using data carousdls. Transmission
using data carousdls requires that each of the application files be sequentialy and periodicaly emitted
during a certain time segment that congtitutes the service duration. From the decoder's perspective, the
detection of files in carousels will trigger the download process. Depending on the amount of available
storage, the decoder may choose to cache al the files prior to running the application or, instead, it may
utilize a caching strategy of its own. From the emitter's perspective, it is hecessary to transmit the collection
of filesin such away that even decoders with little or no caching storage may be able to run the application.
All data broadcasting standards indicate encapsulation formats that should be followed for data carousel
transmission. However, little or no research has been done in the area of strategies to populate efficiently
data carousels with files. If we have alarge collection of files with heterogeneous properties such as size and
access probabilities, is there a way to group them in one or more carousels for efficient transmisson? This
presentation addresses this problem and offers one strategy that attempts to minimize file access in non-
caching decoders.

In this presentation we examine the use of multiple streams, each of which carries a separate
carousdl, as a means to address the problem of efficient delivery of files with heterogeneous size and access
probabilities. We show that the multiple-stream strategy can be used in such a way that file access time is
minimized and therefore, for a given broadcast bandwidth, the proposed file distribution modd gives an
optimal arrangement. Furthermore, by using the same agorithm repeatedly, one can determine the minimal
required bandwidth for a given access time.
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ABSTRACT

With the advent of terrestrial digital TV, the conventiona 6 MHz RF band of NTSC systems can be used to
support not only traditiona TV programs (audio and video) but aso data broadcasting services. The
advantage of such services will be the opportunity to cover large segments of the population with bit rates
much higher than the typical telephone modems used nowadays. The disadvantage of data broadcasting
using terrestrial TV transmisson is its one-way-directionality. Data flows only in one direction from the
server to the client while the existence of a reverse path is less likely. However, multimedia documents such
as the dectronic versions of newspapers and magazines are good candidates for unidirectional transmission
since they may be designed without requiring interactivity with a server. This class of documents requires
the delivery of a large collection of files or objects such as images, text, animations, sound, video clips, and
others. Standards have been proposed to establish data carousels for data delivery. However, these standards
only indicate encapsulation formats required for data identification, signaling, and transmisson. One
problem that remains unsolved from the perspective of the data server is how to organize a large collection
of files in carousels. In this paper we will examine an optima method to organize files with heterogeneous
properties of size and access probabilities in such away that user access time is minimized.

1. INTRODUCTION

Terrestria Digital TV, as defined in the US by ATSC A/53 [1], offers the option to deliver bit streams at
rates as high as 19.3 Mbits/s in every 6 MHz channel of the original NTSC system. This bandwidth may be
used in different manners. It may be used to offer 3 or 4 conventional TV services (audio and video) r
standard definition, it may be used for one high-definition channel, or it may be used to deploy severa data
broadcasting services such as HTML enhancements or Java-based software. These data services may be
independent of the TV programs, or they may ke tied up with the TV programs themselves.

An important part for the development of multimedia transmission services is the standardization of data
broadcasting. Both of the mgjor players, DVB in Europe and ATSC in the United States, have agreed to use
DSM-CC as the base encapsulation protocol for data carousdl services. For transmission, files are segmented
first into one or more DSM-CC blocks, and later each block is divided once more into multiple Transport
Stream packets in accordance with the MPEG-2
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Systems protocol. The resulting 188-byte packets are multiplexed with others sharing the same Transport
Stream, and after channel encoding, they modulate carrier signals using & VSB (See Fig. 1).

While DSM-CC and other upper-layer data broadcasting protocols indicate how to modularize and identify
files within the data streams embedded in the Transport Stream, they do not provide methods to efficiently
distribute objects in the streams. If a smal number of objects is transmitted per document, then such an
organization may not be required. However, multimedia documents such as existing WWW newspapers and
magazines are typicaly composed of thousands of files with different sizes and access requirements. For
large collections of documents, some intelligent file distribution method over multiple streams becomes
necessary to reduce file access delay and save bandwidth.

In this paper we address such a problem. Based on object sizes and their access probabilities, we develop a
method to digtribute objects in multiple streams in such away that the average file access time is minimized.
We show that the resulting optimization problem can be transformed into a particular form of the quadratic
alocation model for which an agorithmic solution has

been devel oped. With bandwidth being very likely the most important commodity in the

determination of broadcast costs, methods as the one introduced here are needed for the efficient use of
bandwidth in the deployment of future multimedia broadcast services.

Audio ‘ |
—| Coding [—®| Buffer Transport
Stream
o ’ Broadcast
Vid v l Multiplex / Channel
ideo — -
—| Coding —®| Buffer e T~ channel - Mod. -
coding 8 VSB
—
Data ‘ '

—| Coding —®| Buffer

Figure 1. Encoding system architecture for Digitd Television.

2. STREAMS FOR DATA BROADCASTING

The ATSC standard A/53 [1] defines rules and constraints to build a Transport Stream based on the
definitions of the MPEG-2 Systems protocol [5, 6]. The Transport Stream is the collection of 188-byte
length packets delivered over a single 6 MHz frequency band. When using ATSC, the communication
channd throughput is around 19.3 Mbitg/s. This digitad pipeline can itsdf be partitioned into multiple
individual streams, each of which may use a guaranteed portion of the
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total bandwidth. Here we use the term stream to refer to the collection of packets identified by a unique
packet identifier or PID and transmitted at approximately congtant bit rate (CBR).

Figure 1 illustrates the data multiplexing process that leads to the Transport Stream. Buffers with occupancy
feedback are used to control and guarantee the rate of individual streams. However, due to video traffic and
multiplexing priorities, data packets can be dispersed when inserted in the Transport Stream. In practice,
such dispersion modifies the actual bit rate moving it above or below the intended target, but the use of
receiver buffers ensure that these fluctuations have no major effects.

A sequence of files transmitted one after the other and repeated periodically as part of a particular stream is
caled a data carousel. The periodic transmission of files allows users to access files randomly. Figure 2
shows a time-bandwidth diagram for a single stream showing the sequence of objects (or files) transmitted
in the stream. In this example, two carousel groups distinguished by their colors are shown in the figure.
The time segment occupied by the object represents the interva required for transmission of al the packets
that compose the object. Notice that objects are transmitted sequentially with no free dots in between. Also
in the same figure, the repetition time for object qp is explicitly indicated. A long repetition time for an
individua object implies along user access delay during downloading.

bit rate
A, A, A, B,
L X X I 00
' | | -
™ ™ time

repetition time

Figure 2. Access time components when retrieving objects from a broadcast stream.

For large documents with hundreds or thousands of files, avoiding long access delays may require the use of
multiple streams. For example, high priority files should be placed in streams where small repetition times
can be guaranteed, whereas low priority files could be queued together in separate streams. This is the
problem addressed in this paper. Based on a priority measurement such as the object access probability, we
develop an optimd alocation method to place objects in the proper streams in such a way that the average
access time per object is minimized. The original results for this paper were described by the author in [9].

3. OBJECT ACCESS TIMES

A collection of objects (files, pages, or directories) Q = {q1, J2, ...,Qm } iSsequentialy streamed at a constant
bit rate of b bits per second as shown in Fig. 2. The access time for object k is defined as the time required
for having the object available to any type of application software. Figure 2 illustrates that object access

times have two components. The first one is the wait time,
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w, from the instant when the object is requested to the instant when the object appears in the stream.

The second component is the download time and represents the time required to recover al the object
packets from the stream. If S is the size in bits for object gk and if b is the stream bandwidth, then the
download timeis S¢/b. Consequently, the access time for object gk isgiven by

L, =—+w (1)

If the object request happens to be just before the object appearance in the stream, then the wait time will be
null. However, if the request instant is dightly after the first object header bytes, then w will be maximum
and equd to the time needed for the object to circulate and reappear in the stream. Figure 2 shows three
examples of possible wait times when accessing object g.

Consequently, the wait time w is a random variable uniformly distributed between 0 and Wiax, with

M
2.5
Woay =2 ©

If E{ } denotes the expectation operator, then E{w} = Wmax /2, and therefore:

i

S

S - "

E{lk } = ——bk + —-—m;b (3)

A WWW server with Internet access can register the number of times each pageis accessed over a period of
time. Based on this information, an empirical measure of access probabilities can be found for the web sites
and by extension for the files that compose the pages. Let p(k) be the access probability corresponding to the
k-th object of the document object collection Q, then the overall average accesstimeis given by:

M
ty =Y Elt,}p(k) (4)
k=1

For the single stream case described in the previous section, E{ty} is defined in Equation 3. In the next
section, we compute E{tc} for the multi-stream case and use ta to develop an optimization problem whose
solution gives the object alocation for minimal access time.
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4. DISTRIBUTIONS FOR MULTIPLE STREAMS

For documents with a small object collection, a single stream is enough to carry the entire collection. In
fact, multiple documents may be streamed together through the use of data carousel grouping such as the
one provided by DSM-CC structures. However, for large documents the delivery may require multiple
streams to guarantee small access delays. Streams are recognized by their packet identifier (PID) that labels
the MPEG-2 Transport Stream packets. Current technology enables stream tuning by PID filtering in
transport processing chips. Stream tuning is fast and easy while the overhead comes from the wait and
download times described in the previous section.

Audiovisud streams, program and system information (PSIP), and other MPEG-2 functions utilize large
number of PIDs. Therefore, while multi-streaming is important for reducing access times, the number of
defined streams should simultaneoudy be kept as small as possible due to hardware limitations in the
number of PID filters that can be established at a given time.

Once more consider the set of M objects Q = {q1, o, ..., gu} which for transmission purposes will be
broadcast using multiple streams. Each of the objects has a size S and an access probability p(k) for k=1, 2,
..., M. Let N represent the number of available streams and let Cj designate the j-th stream with bandwidth
bj. An example of the distribution of 11 objects over three streams with different bandwidths isillustrated in
Fig. 3.

An assignment matrix X = [x;] of sze M x N is defined here, whose elements indicate whether an object
belongs or not to a certain stream, that is

.= 1 g €c;
Tl g gc ©)

Assuming in principle, that object gk belongs to the arbitrary streaming channel Cj, then equation 3 can be
invoked to compute E{tx}. This gives

Bigy==t = if gk EC]j (6)

The assignment matrix can be used once more to remove the "if' clause of the previous expression, which
gives

(7)

J J

M

Eft, } =2lib

j=1

The assignment matrix X is precisely the term we would like to determine following some type of
optimization method.
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Substituting equation 7 into 4, after some agebraic manipulation, it is possible to demonstrate that the
overall average access time for a multi-stream object allocation, T A, can be written as

N M N M -

D axg + 2, 2 Buxyx, (8)

i=l j=1 k=1

Mk

T, =

kol
1]

-
-~

-

where the equation constants are defined as

k)S k)S,
akj - p(b) k ﬁijk - P(b) i (9)

J J

Therefore, the optimization problem can be stated as follows.

Find the assignment matrix X = [x;] such that the overall average access Ta isminimized, subject to the
following two constraints:

I. x; €{0,]} forall values of i and j

2 3=

The first constraint implies that the solution space is binary, meaning that an object mayor may not belong
to a certain stream, whereas the second constraint indicates that an arbitrary object can be assigned to one
and only one dream. Because of the quadratic form of the cost functional Ta described in equation (8) and
because the solution space is binary, this optima alocation problem can be classified as non-linear integer
programming problem of the zerc-one kind.

In conventiona data broadcasting applications, the stream bandwidths are negotiated a priori, and once the
broadcast server admits such bandwidths in guaranteed mode, the rates are maintained at the defined levels.
When all the selected data broadcast streams have the same bandwidth, the optimization problem can be
further smplified. In this case, after defining the terms

1 M
C=; Zskp(k) > a; =S, p(k) (10)
k=1

then, the overall average access time becomes

M N M

1
I,= C + z_bzzzaikxkfxif (11

i=t j=1 k=l

From their definitions, it is clear that C and b are positive numbers, consequently, for the equal bandwidth
case, asimplified cost function results:
M

= EEEamxﬁu‘xﬂ (12

i=l =] k=]
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subject to the same constraints as the previous non-uniform bandwidth case, thet is: x; €{0,1}
and Zl} x; =1.

i -
time
bit rate
stream 2
b, --1- XX
| -y
time
b -
3
o000
-
timo

Figure 3. An example of object distribution over multiple streams.

5. OPTIMIZATION ALGORITHM

The optimization model defined by equation 12 is smilar to a particular form of the generdized quadratic
assgnment problem. This form is normally obtained when studying classroom scheduling problems (CSP)
[8] or the dlocation of interacting activities to facilities [2, 3, 4]. Like most of the known quadratic
assgnment problems, the existence of nonlinear interaction terms makes these, otherwise smple problems,
NP hard.

Carlson and Nemhauser have proposed an optimization agorithm for the CSP problem applicable when the
coefficient matrix is symmetric with null diagona [2]. Under these conditions, loca minima can be found
through a recursive process. However, for the stream alocation case, it is evident from equation (10) that
the coefficient matrix A is not symmetric and has, in generd, a non-null diagond. We show next that a
reformulation of the problem is possible to meet the congtraints imposed by Carlson and Nemhauser.
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N
Let yu =Zj=1xijxkj * By inspection, it is evident that the matrix [ Yix] is: (1) symmetric, (2) has

ones as its diagona eements, and (3) has only ones or zeros as elements. Consequently, using these
properties, equation 12 can be re-written in terms of Yjy as:

J:ZSip(i) + 222~1kyik (13)

i=1 i=l j=1 k=1

where
- (a, +a,)2 k#i
a., =
o 0 k=i (14)
MEMORY SIZE IN KBYTES FOR THE 150 PAGES
O 1 1
0 50 100 150
ACCESS PROBABILITIES FOR THE 150 PAGES
0.03—— ! !
0025_. ................................................................ -
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0015k - ................................................................ _
001_ ................................................................ -
0.005F - - ooebeo ................................................................ _
0 i .
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Figure 4. The top diagram shows the distribution of file sizes for each of the 150 files. The bottom diagram
shows the distribution of access probabilities.
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The first summation of equation 13 is a constant and therefore, the optimization problem can be restated in
smpler terms as minimize the function z which is defined as

=22

i=] j=l

=

dy Xy X (15)

e

subject to the same constraints as before. The matrix A = [&] is symmetric with null diagonal, and therefore
satisfies the conditions required for using the Carlson-Nemhauser algorithm. This agorithm was
implemented as described in reference [2]. The only difference in our implementation of the algorithm is
that we used two darting feasible solutions to calculate two optimal alocation matrices. Because the
algorithm gives local minima, then we chose the best of the two solutions as the adopted minimum.
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6. APPLICATION EXAMPLE

Consder the problem of finding the proper number of streams to use when broadcasting a large WWW
document. For this example, we assume that the document is composed of 150 pages with sizes as shown in
Figure 4. The sizes were obtained using a uniform random number generator between 1 and 50 Kbytes.
Using these values, the total document size is about 3.8 MB. For a probability distribution, we assume that
from the total of 150 pages, 20 are considered highly likely to be accessed (hot pages) while the remaining
130 have low access probabilities (see Fig. 4). Different probability and size distributions have no impact
on the method, since the optimization procedure is carried out without any assumptions regarding these
distributions.

Assuming an available broadcast bandwidth of 250 Kbits/s, we want to determine an efficient way to use
the bandwidth for over-the-air broadcast. One option is to alocate the. pages uniformly (page 1 placed in
stream 1, page 2 to stream 2, and soon). The second option uses the optimization procedure described in this
paper. Figure 5 shows the results when the process is repeated for different cases with the number of
streams ranging from 1 to 10. The figure compares the average access time for each of the cases.

When one stream is used the available bandwidth is entirely dedicated to that single stream. When N
streams are used, each receives its corresponding fraction of bandwidth. It is evident in this case that blind
multi-streaming (that is, without using optimization) produces no benefits and should be, in generd,
avoided. When using optimization, the situation changes drastically. Figure 5 shows that multi-streaming
helps reducing the average access time from 62 (one stream) to 48 seconds (three streams). Without
optimization, such a reduction in access time can only be accomplished by increasing the available
bandwidth from 250 Khitg/s to 320 Khits/s (amost 30% of bandwidth increase!) Since bandwidth is likely
to become a costly commodity in multimedia broadcast services, optimization methods like the one
presented in the paper are required to maximize efficiency.

7. CONCLUSIONS

Data broadcasting protocols such as the ones developed by ATSC [10] and DVB [11] will be used for the
delivery of large multimedia documents composed of hundreds or thousands of files. The problem of
digributing a large collection of multimedia files among multiple broadcast streams is studied in this paper.
Based on measurement of priority (the object access probability), we demondtrate that the file allocation
problem can be classfied as a quadratic optimization problem of the zero-one kind. We show that through
algebraic manipulation of the problem constants, the cost functiona may be re-written in a form that is
compatible with a similar problem studied by Carlson and Nemhauser [2]. The parameter that gets
minimized is the average user access time when downloading any page of the collection. We show as an
example, that for a typica multimedia document composed of 150 pages with sizes ranging from 1 KB to 50
K