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Calendar No. 551
107TH CONGRESS REPORT " ! SENATE 2d Session 107–240

ONLINE PERSONAL PRIVACY ACT 

AUGUST 1, 2002.—Ordered to be printed 

Mr. HOLLINGS, from the Committee on Commerce, Science, and 
Transportation, submitted the following 

R E P O R T 

together with 

MINORITY VIEWS 

[To accompany S. 2201]

The Committee on Commerce, Science, and Transportation, to 
which was referred the bill (S. 2201) to protect the online privacy 
of individuals who use the Internet, having considered the same, 
reports favorably thereon with an amendment in the nature of a 
substitute, and recommends that the bill as amended do pass. 

PURPOSE OF THE BILL 

The purposes of this legislation, as reported, are to create base-
line privacy protections for individuals using the Internet that pro-
mote privacy, boost consumer confidence, and in turn promote e-
commerce as more and more business is conducted online. The pri-
vacy protections required in the bill are designed to give individ-
uals: notice of online entities’ privacy policies; chances to opt out 
or opt in to the information practices described in those policies 
(depending on the sensitivity of the personal information sought by 
the online entities); reasonable access to personal information col-
lected by online entities; reasonable security for personal informa-
tion once collected; and a set of enforcement tools to ensure compli-
ance with this framework.

BACKGROUND AND NEEDS 

CONSTITUTIONAL AND LEGAL PROTECTIONS OF PRIVACY 

Government sanctioned protection of privacy has a long and doc-
umented history in American legal and statutory jurisprudence. In-
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deed, concerns about privacy protection date back to the founding 
fathers, who evidenced their desire to protect privacy in the Bill of 
Rights. The most notable example in the U.S. Constitution resides 
in the Fourth Amendment’s prohibition of arbitrary searches and 
seizures of persons and their property. 

Recently, this doctrine was determined by the Supreme Court to 
apply in a case where advanced technology enabled the police to in-
vade the privacy of an individual’s home and conduct a search 
without actually entering the premises. Specifically, this matter 
was addressed in Kyllo v. United States, 533 U.S. 27, (2001), where 
the Supreme Court invalidated a search of a suspect’s home where 
the police used a thermal-imaging device to search a suspect’s resi-
dence for evidence that he was growing marijuana. 

In its 5–4 ruling, the Court declared that notions of privacy must 
adapt as technology evolves noting that: ‘‘It would be foolish to con-
tend that the degree of privacy secured to citizens by the Fourth 
Amendment has been entirely unaffected by the advance of tech-
nology. * * * The question we confront today is what limits there 
are upon this power of technology to shrink the realm of guaran-
teed privacy.’’ 533 U.S. at 33–34. 

Notably, the Court concluded that limits must exist on the ability 
of technology to infringe upon citizens’ privacy. Although the deci-
sion related to government action, it nevertheless was the first de-
cision to lay down a broad principle as it concerns the relationship 
of privacy with modern technology. The court stated: ‘‘[T]here is a 
ready criterion, with roots deep in the common law, of the minimal 
expectation of privacy that exists, and that is acknowledged to be 
reasonable. * * * We think that obtaining by sense-enhancing 
technology any information regarding the interior of the home that 
could not otherwise have been obtained without ‘physical intrusion 
into a constitutionally protected area’ * * * constitutes a search 
* * *. This assures preservation of that degree of privacy against 
government that existed when the Fourth Amendment was adopt-
ed.’’. Id. at 34 (quoting Silverman v. United States, 365 U.S. 505, 
512 (1961)). 

Aside from the Fourth Amendment and the Bill of Rights, the no-
tion of a distinct legal right to privacy arose at the conclusion of 
the 19th Century, as journalism and photography combined to gen-
erate a desire for common law privacy rights. Prominent 19th Cen-
tury judges and lawyers popularized one familiar definition of the 
right to privacy: ‘‘the right to be let alone,’’ a phrase made famous 
by Justice Brandeis in Olmstead v. United States, 277 U.S. 438, 
478, (1928). 

U.S. STATUTORY PROTECTIONS OF PRIVACY 

Toward the close of the 20th Century, as people’s personal infor-
mation was increasingly collected, profiled, and shared for commer-
cial purposes, and as technology advanced to facilitate these prac-
tices, Congress passed numerous statutes designed to protect pri-
vacy. Taken as a group, existing privacy laws demonstrate that 
Congress typically requires privacy protections when new tech-
nologies or industries begin to threaten privacy. These laws apply 
to the government, telephones, cable television, e-mail, video tape 
rentals, and the Internet (with respect to children). Taken together, 
these laws appear designed not to limit technology or stifle a new 

VerDate Aug 1, 2002 04:54 Aug 07, 2002 Jkt 099010 PO 00000 Frm 00004 Fmt 6659 Sfmt 6602 E:\HR\OC\SR240.XXX pfrm15 PsN: SR240



3

business, but rather to ensure that certain types of information col-
lection are fair, transparent, and subject to law. Brief summaries 
of many of these statutes are set forth below (if noted, the statute 
provides for a private right of action): 

The Federal Wiretap Act of 1968, 18 U.S.C. 2510 et. seq., limits 
the monitoring of private communications. 

The Fair Credit Reporting Act of 1970, 15 U.S.C. 1681 et seq., 
limits the disclosure of information contained in credit reports, re-
quires the credit reporting agency to ensure the information is cor-
rect and timely, and affords individuals the right to inspect and 
correct their credit report. 

The Privacy Act of 1974, 5 U.S.C. 552 et. seq., established a legal 
framework for records collected by the Federal government and re-
sponded to the concern raised by monitoring and government use 
of automated databases. 

The Cable Act of 1984, 47 U.S.C. 551 et seq., is the most com-
prehensive law protecting privacy across a technological medium. 
Specifically, it allows cable companies to disclose names and sub-
scriber lists only after affording users notice on an annual basis 
and an opportunity to opt out of such disclosure. Moreover, it pro-
hibits the sharing of viewers’ viewing habits unless they provide 
notice on an annual basis and obtain prior written or electronic 
consent (i.e. an opt-in). The Act also grants reasonable access to 
personal information collected and a reasonable opportunity to cor-
rect that information. In addition, the statute requires cable opera-
tors to destroy personal information if it is no longer necessary for 
the purpose for which it was collected. Finally, it provides for a pri-
vate right of action to recover statutory damages in the event of a 
violation. 

The Video Privacy Protection Act of 1988, 18 U.S.C. 2701 et. seq., 
prohibits sharing or sale of customer lists, unless notice and an op-
portunity to opt out has been granted, and prohibits sharing or sale 
of specific video viewing habits without notice and prior consent 
(i.e. an opt-in). Although the Act does not afford a right of access 
to information collected about consumers, it does create a private 
right of action to recover statutory damages in the event of a viola-
tion. 

The Telephone Consumer Protection Act of 1991, 47 U.S.C. 152 
et. seq., which prohibits telemarketers from contacting individuals 
once they have asked not to be contacted, and entirely prohibits 
companies from faxing commercial solicitations to individuals with 
whom they have no prior relationship. This law also provides for 
a private right of action in the event of a violation. 

The Telecommunications Act of 1996’s Customer Proprietary 
Network Information (CPNI) rules, 15 U.S.C. 79 et. seq., which 
prohibits telephone companies from sharing information about 
their customers’ telephone usage without their approval.

The Children’s Online Privacy Protection Act of 1998 (COPPA), 
15 U.S.C. 6501 et. seq., which prohibits companies on the Internet 
from collecting and using personal information about children 
under 13 years of age without notice, and obtaining prior consent 
(opt in) from parents. Parents can access information collected 
about their children, and enforcement is conducted by the Federal 
Trade Commission (FTC) and the Attorneys General. 
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The Financial Services Modernization Act of 1999 (commonly re-
ferred to as Gramm-Leach-Bliley), 12 U.S.C. 24a et. seq., which re-
quires financial institutions to provide customers notice and the op-
portunity to opt out of industry practices of sharing their financial 
information with third parties. 

The Health Insurance Portability and Accountability Act 
(HIPAA), 42 U.S.C. 1320d et seq., requires health care providers 
who transmit health information in electronic transactions, health 
plans and health care clearinghouses to (i) provide notice of all 
uses and disclosures of individually identifiable health information 
transmitted in any form or medium, whether oral, written, or elec-
tronic; (ii) obtain prior, written consent (i.e. an opt-in) before using 
or disclosing protected health information, except in certain cir-
cumstances; (iii) provide access to individuals to review data, re-
quest corrections and get accounting of all uses and disclosures; 
and (iv) limit most disclosures, other than for treatment, to only 
the ‘‘minimum necessary’’ for information. HIPAA also sets forth 
rules for business associates of any covered entity hired for collec-
tion or processing of protected health information. Covered entities 
may use or disclose protected health information without a consent 
or authorization only if the use or disclosure comes within one of 
the listed exceptions, such as for public health reasons, law en-
forcement, research or to facilitate organ transplants. Exceptions 
are also made for certain marketing purposes, but individuals must 
be given notice and an opportunity to opt out. 

S. 2201 overlaps with these existing statutes to varying degrees 
since they all, with the exception of COPPA, apply to information 
collected both online or offline. For example, a cable company pro-
viding Internet access service or a financial institution with a com-
mercial website—while covered by this legislation—also fall under 
the Cable Act of 1984, and the Gramm-Leach-Bliley Act, respec-
tively. This legislation addresses these overlapping statutory re-
gimes differently, depending on the level of privacy protection in 
the prior existing statute. Therefore, this legislation either pre-
serves or is reconciled with the pro-privacy provisions in the Cable 
Act, the Telecommunications Act’s CPNI rules, the Fair Credit Re-
porting Act, and the Children’s Online Privacy Protection Act. On 
the other hand, this legislation largely supersedes, with some ex-
ceptions, the privacy rules in Gramm-Leach-Bliley and HIPAA, as 
discussed below, as they apply to the Internet. Testimony before 
the Committee by consumer organizations has demonstrated that 
the opt-out notices distributed pursuant to Gramm-Leach-Bliley 
have failed to help consumers make an informed choice in pro-
tecting their sensitive personally identifiable information. Specifi-
cally, that testimony stated that in many instances financial insti-
tutions have sent cover letters professing their commitment to pro-
tect privacy, while simultaneously attaching confusing notices ex-
plaining their intent to share people’s personal financial informa-
tion with numerous third parties. In many of these notices, it is 
also difficult to determine how to opt out. Evidence of this lack of 
protection warrants corrective measures to at least ensure ade-
quate privacy for sensitive personal financial information on the 
Internet. The legislation reported by this Committee would provide 
such protection. 
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With respect to sensitive personally identifiable health and med-
ical information, the final HIPAA rules were published on Decem-
ber 28, 2000, and first went into effect on April 14, 2001. All cov-
ered entities (except small health plans that have until 2004 to 
comply) must be in full compliance with the HIPAA rules by April 
14, 2003. HIPAA expressly permits the U.S. Department of Health 
and Human Services (HHS) to review and propose modifications to 
the rules annually. On March 27, 2002, HHS published proposed 
rule modifications, many of which were identified by HHS in its 
guidance on the privacy rules issued in July 2001 as a result of five 
years of deliberation with interested parties, including industry 
representatives, academics and consumer advocates. Some con-
sumer privacy advocates have expressed concern over the impact of 
the proposed revisions on the privacy afforded individuals’ sensitive 
health or medical information. Although these proposed changes 
have not yet been adopted, the HIPAA rules published in 2000 are 
still in effect and the compliance deadline is unchanged. It is the 
opinion of a minority of the Committee members that many of the 
provisions of S. 2201, if enacted into law, would be in direct conflict 
with the HIPAA rules, and a covered entity would be unable to 
comply with both laws. 

Because the health privacy rules that derived from HIPAA are 
currently under review and subject to revision, the majority of the 
Committee cannot conclusively determine at this time the extent to 
which to preserve or reconcile those rules in this legislation. It is 
the Committee’s intent in all instances, however, to permit legiti-
mate business activity that necessarily involves sharing of person-
ally identifiable information so long as such sharing is tied—even 
indirectly—to the purpose for which the information was initially 
proffered by the individual. 

With respect to those industries that criticize this legislation be-
cause it imposes overlapping, or distinct privacy regimes, the Com-
mittee notes that compliance with this legislation as to specific ac-
tivities involving the collection of personally identifiable informa-
tion, in most instances, will also result in compliance with most ex-
isting privacy laws in place today. 

THE EUROPEAN UNION PRIVACY DIRECTIVE AND THE EUROPEAN 
UNION SAFE HARBOR 

In contrast to America’s sectoral approach to protecting privacy, 
Europe recently adopted a comprehensive and overarching privacy 
protection regime that governs the entire marketplace regardless of 
whether collection, use or disclosure is online or offline. In 1995, 
the European Union authored a directive requiring its individual 
member states to adopt laws reflecting the Directive’s privacy pro-
tections. The Directive became effective on October 24, 1998. A sub-
stantial majority of the 15 member states have adopted laws at
least as strong as the Directive, although Sweden, Germany, and 
Great Britain have each called for simpler, more flexible, and less 
prescriptive rules than the present Directive. At a minimum, those 
laws in compliance with the Directive obligate companies, in both 
their online and offline practices, to provide: (1) notice; (2) an opt-
out with respect to non-sensitive commercial marketing of personal 
information; (3) an opt-in with respect to sensitive personal infor-
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mation; (4) a right of access to personal information collected; and 
(5) reasonable security protections for that information. 

To address U.S. industries’ concerns about the application of the 
Directive to American companies—and in particular their fear that 
they might have to comply with 15 different member state inter-
pretations of the Directive—the Department of Commerce devel-
oped a ‘‘safe harbor’’ set of requirements which U.S. companies can 
meet to comply functionally with the Directive in the member 
states. The Safe Harbor was approved by the European Union in 
July 2000. So far, over 200 American companies have signed up for 
the Safe Harbor, including major companies that collect and use 
personal information such as Microsoft, Intel, and Hewlett Pack-
ard. It should also be noted that Axciom, one of the largest data 
collection and marketing companies in the world, has signed up for 
the Safe Harbor. Axciom has over 160 million names in its mar-
keting databases. 

Under the European Union Safe Harbor, companies must give 
notice of their data collection practices and give individual citizens 
in Europe an opportunity to opt-out of the use of commercial mar-
keting of personal information. Individuals must give their prior, 
opt-in consent before companies can collect and use sensitive per-
sonal information relating to ‘‘racial or ethnic origin, political opin-
ions, religious or philosophical beliefs, trade union membership, 
* * * or medical or health conditions, or the sex life of the indi-
vidual.’’ Individuals are granted a right of access to their personal 
information, along with the ability to correct, amend, or delete it, 
so long as the burden on the company is not disproportionate to the 
risks to the individual’s privacy. Companies must also provide rea-
sonable security to the personal information they have collected. 
The Safe Harbor also prohibits the onward transfer of personal in-
formation to third parties unless those parties also adhere to the 
Safe Harbor, to the Directive as implemented in the Member 
states, or to an agreement that they are providing an equivalent 
level of privacy protection. The Committee notes that S. 2201 
would largely provide protections to U.S. citizens using the Inter-
net that are similar to those already provided in Europe. 

STATE LAWS ON INTERNET PRIVACY 

In recent years, the 50 States have begun considering numerous 
bills and regulations to protect individuals’ privacy, both on the 
Internet and off. This trend is accelerating as a few of these pri-
vacy proposals are becoming law or progressing toward enactment. 
Two of the more prominent recent examples include the States of 
Vermont and Minnesota: Vermont, which now prohibits the sharing 
of individuals’ financial and medical information without first ob-
taining their prior consent (opt-in); and Minnesota, which recently 
enacted legislation requiring that Internet service providers obtain 
consent from individuals before sharing their personal information. 

As momentum grows in the State legislatures and agencies 
across America to regulate privacy, some companies that previously 
opposed Federal legislation, though divided on the appropriate ap-
proach, now support a uniform standard that clearly preempts 
these various, inconsistent State laws. 
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BACKGROUND ON THE INTERNET 

The Internet represents one of the most significant technological 
advancements of the 20th Century. On the Internet, data about al-
most any subject can often be accessed in a matter of seconds. And, 
unlike other informational sources, the Internet is virtually unre-
stricted by boundaries, from a functional and economical perspec-
tive. Because of its capacity for direct communications, as well as 
fast, detailed data transfers, the Internet has become a highly at-
tractive medium for commercial enterprises, marketers, and con-
sumers. Today, consumers can avail themselves to a wide range of 
retail products, a variety of services, such as banking and invest-
ing, and innumerable research tools. According to marketing ex-
perts, the Internet often allows consumers to search for and pur-
chase goods more efficiently than in the traditional, offline market-
place. 

While the Internet provides these advantages, it also poses dis-
tinct risks, including a threat to the personal privacy of users. For 
example, the Internet provides companies a platform from which 
they can more efficiently monitor and track interests than is pos-
sible in the ‘‘offline,’’ traditional marketplace. This Internet 
profiling, which is achieved via the recording of ‘‘click-stream’’ data, 
often may occur without an individual’s knowledge or consent. Peo-
ple’s personal information that is collected and compiled may be 
turned into commercial profit as companies share, sell, and trade 
that information in the Internet marketplace, and beyond. Individ-
uals’ personal information and Internet habits are also used to 
‘‘personalize’’ their Internet experience, as companies analyze and 
utilize that information to target those individuals with a prolifera-
tion of banner advertisements, marketing pitches, discounts, and 
promotions. Such personalization and customization unquestion-
ably can enhance the Internet experience of individual users, even 
as it simultaneously provides remunerative benefits to the corpora-
tion that practices such personalization. Indeed, the technologies 
used on the Internet can dramatically facilitate consumers’ experi-
ences. These practices, however, raise privacy concerns to the ex-
tent they are occurring without the informed consent of Internet 
users. 

It is estimated that over 105 million people in the U.S. are now 
using the Internet on a regular basis. According to the FTC, total 
online retail sales for 2000 were almost $26 billion, and fourth 
quarter 2000 online retail sales were $8.7 billion, an increase of 67 
percent from the fourth quarter of 1999. According to Forrester Re-
search, online retail sales are predicted to reach $184 billion by 
2004. Finally, Forrester Research reported that the Internet failed 
to realize almost $15 billion in revenues in 1999 due to users’ con-
cerns over threats to their privacy.

Direct marketing solicitations have been accorded constitutional 
protection as commercial speech and are not novel, nor are they 
confined to the Internet. Rather, it has been present in different 
forms for decades, involving methods such as door to door sales, 
and more modern approaches such as telemarketing and direct 
mail marketing (i.e. sending catalogs). The unique quality of the 
Internet, however, facilitates direct contact with a vast market of 
consumers more expeditiously and enables the collection of a far 
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greater catalog of information about individuals than is possible in 
the ‘‘offline’’ traditional marketplace. In the traditional market-
place, information gathering typically occurs when individuals en-
gage in transactions that personally identifies them (e.g., pur-
chasing an item in a store with a credit card, ordering an item 
from a catalogue, or subscribing to a magazine). On the Internet, 
however, an individual’s every step—or to be more precise, every 
click—may be observable, recordable, and compilable into an online 
profile, regardless of whether or not he or she ever engages in any 
commercial activity (e.g., researching stocks, looking up health in-
formation, or simply browsing for items without buying them). This 
is commonly referred to as ‘‘click-stream’’ data. 

Providers of goods and services describe this distinction as an ad-
vantage that allows them to market items to consumers more per-
sonally (allowing for tailoring of services to fit consumers’ personal 
interest and needs), and often at a reduced cost. Moreover, they al-
lege that the collecting and commercializing of either aggregate or 
specific personal information can even be the difference that main-
tains a website’s viability and keeps the Internet predominantly 
free. Some privacy advocates and academics believe that these 
claims, while perhaps accurate for some web operations, are exag-
gerated in light of analyst predictions about the Internet’s pro-
liferation in coming years. Regardless, other economic analysis sug-
gest that the Internet also forgoes significant revenues due to fears 
over personal privacy. Moreover, privacy and consumer advocates 
argue that these activities should only be countenanced if individ-
uals have consented to the collection and use of their personal in-
formation. 

PERSONAL INFORMATION COLLECTED ON THE INTERNET 

Personal information collected on the Internet ranges from home 
telephone numbers and addresses, consumers’ names and e-mail 
addresses, as well as information such as social security numbers, 
medical records and financial data. Typically, this information is 
supplied by the consumer to the website during a transaction or in 
return for free services. Other personal information that may be 
collected includes buying habits, research interests, and personal 
lifestyle preferences (i.e. places of travel, social activities). There 
are several important questions that are raised with respect to per-
sonal information collected on the Internet. For example, are com-
panies collecting more personal data than necessary for a given 
transaction, and is the information being sought for alternative and 
additional purposes? Is the personal information being safe-
guarded, so as to prevent access by other parties? Or, is the data 
being shared for internal marketing or profiling purposes, or with 
third parties, and if so, is such sharing done with the knowledge 
and consent of the individual? Finally, are entities collecting per-
sonal data directly from the individual or through other sources 
and means unbeknownst to the individual? It should be noted, 
however, that according to the most recent survey of online privacy 
practices, the vast majority of the most commonly visited websites 
now post privacy policies with respect to how they collect, use and 
disclose personal information. 
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TECHNOLOGY USED TO COLLECT INFORMATION ON THE INTERNET 

Personal information can be gathered on the Internet in a vari-
ety of ways. The simplest method utilizes collection from the indi-
vidual directly. Often the consumer is asked to provide data for the 
purpose of completing a transaction or receiving a service. As noted 
above, however, even if the data is provided voluntarily, issues may 
subsequently arise as to whether that data is used for purposes be-
yond those for which the information was voluntarily granted. On-
line businesses can also collect data without the consumer’s knowl-
edge, by directly collecting it or by acquiring it from a third party 
that has already collected the information. 

Personal information can be collected without the user’s knowl-
edge by technological devices commonly known as ‘‘cookies.’’ A 
cookie is a text file placed on a consumer’s hard drive by a com-
pany that can perform a variety of information collection functions. 
For example, it enables the functionality of a commercial website, 
such as shopping carts, wish-lists, and other features preferred by 
many Internet users. In addition, cookies may be used to store in-
formation about which sites the consumer has visited on the Inter-
net. That information is then recoverable by the company that 
placed the cookie. This tool gives web site operators one mechanism 
to track consumers’ online activities and gather information about 
their personal interests and preferences. For example, when a con-
sumer visits a site operated by a company that placed a cookie, the 
company is able to identify the user in order to provide personal-
ized features, such as e-mail for that user. Some companies may 
also use the identifier to keep track of the user’s activities on that 
site. The information that is recorded may include the number of 
visits to a particular site and information surveyed. For those com-
panies that use cookies in this fashion, this mechanism facilitates 
the compilation of profiles through click-stream data about individ-
uals’ commercial and non-commercial, and potentially sensitive, ac-
tivities on the Internet. 

In addition, technology known as ‘‘web bugs’’ is increasingly de-
ployed by companies on the Internet including ‘‘network adver-
tisers’’ (the companies that place banner advertisements on web 
sites) to collect information about Internet users on sites that may 
not even display banner advertisements. Web bugs collect informa-
tion in much the same manner as do cookies, but less trans-
parently given that a company can place them on sites on which 
it does not have a visible presence. 

Another recent phenomenon involves the use of software in-
stalled on a user’s personal computer, or downloaded by the user 
off the Internet to track the user’s activities online. In such in-
stances, the software has been transformed into ‘‘spyware’’ accord-
ing to privacy advocates and is likely tracking users and compiling 
a personal profile of them without their knowledge or consent. 

Indeed, individuals are generally unaware of the fact that a third 
party, such as a network advertiser, may be reaching through the 
website the individual has chosen to visit and collecting informa-
tion about their activities. Additionally, even in situations where 
notices about cookies are provided to users, some websites merely 
inform individuals that cookies are harmless bits of data that help 
customize and personalize their experience. While cookies them-
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selves are not bad per se, and in fact often improve a user’s online 
experience, the use of cookies to monitor individuals’ activities 
across multiple websites may undermine the efforts of consumers 
to protect their privacy. 

These collection technologies can amass, in addition to personal 
information: the websites and web pages visited; the time and du-
ration of the visit; subjects researched as evidenced through search 
terms typed in search engines, and other queries; purchases made 
online; ‘‘click-through’’ responses to advertisements; and the pre-
vious page visited by the particular individual. Once in possession 
of this information, businesses may develop ‘‘inferential’’ or ‘‘psy-
chographic’’ data—information that the business infers about the 
individual based on the actual behavioral data that has been cap-
tured. From this amassed data, elaborate inferences may be drawn, 
and conclusions reached, that may or may not be accurate with re-
spect to the individual’s interests, habits, associations, and other 
traits. 

A further concern is that even on those occasions when informa-
tion about the collection practices of network advertisers is pro-
vided to individuals, this ‘‘notice’’ is often supplied after data collec-
tion has begun. Thus, the moment a user visits a website, multiple 
cookies could be placed on the user’s hard drive well before there 
has been any chance to read a privacy policy and opt out of the col-
lection that has already begun. However, it should be noted that 
many sites offer the user the ability to opt out of, and terminate, 
previously-collected click-stream recordings. 

Although technology is used to facilitate information collection, 
the Committee recognizes that technology is also used to create 
tools for consumers to protect their personally identifiable informa-
tion by allowing them to control whether, and under what cir-
cumstances, they would permit its collection, use, or disclosure. 
These technological tools are typically software products or online 
services for consumers that provide privacy protection in two gen-
eral ways. One way is to prevent the collection of personally identi-
fiable information by concealing, cloaking or decoupling the iden-
tity of the user from their online activities. Consumers are increas-
ingly taking advantage of this kind of technology by installing soft-
ware such as ‘‘personal’’ firewalls on their home and laptop com-
puters to prevent harmful application downloads (like information 
collection devices) and other intrusions from the Internet, as well 
as to monitor and control the outflow to the Internet of personal 
information stored on their computer. Consumers also use software 
and online services (like Anonymizer.com) to anonymously browse 
websites and new payment mechanisms to purchase products and 
services online with cash-like anonymity.

In addition to preventing personal information collection, a sec-
ond way privacy tools are used is to help consumers understand 
and control how their information is used or shared by the par-
ticular websites they visit. This approach takes advantage of the 
increasing availability of ‘‘machine-readable’’ privacy policies such 
as the Platform for Privacy Preferences (P3P) format developed by 
the World Wide Web Consortium. At its most basic level, P3P is 
a standardized set of multiple-choice questions that websites an-
swer about their privacy policies and make available online in a 
computer-coded format. These answers present a snapshot of how 
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a website handles personal information about its users. P3P-en-
abled browsers, including the latest versions of both major web 
browsers, can ‘‘read’’ this coded snapshot (if available at a website) 
and automatically compare it to the privacy preferences set by the 
consumer on the browser. The browser warns consumers of any 
mismatch between their preferences and the websites’ policies and 
offers them choices on how to proceed. Proponents of P3P assert 
that it enhances consumer control of their personal information by 
putting privacy policies where users can find them and in a form 
users can easily understand. According to the Internet Education 
Foundation, P3P is the leading machine-readable privacy policy 
standard and has been implemented by approximately 40 of the top 
100 websites, all of the top web advertisers, and several govern-
ment agencies such as the FTC, the United States Department of 
Commerce, and the United States Postal Service. 

PUBLIC CONCERNS ABOUT PRIVACY 

Numerous studies demonstrate that the misuse of personal infor-
mation that leads to a loss of privacy is the main concern Ameri-
cans have about using the Internet. A Harris Interactive survey re-
leased in February 2002 listed the top three ‘‘major concerns’’ that 
consumers expressed, with respect to privacy and security on the 
Internet, as follows: 

• companies will provide their information to other compa-
nies without their permission (75 percent); 

• online transactions may not be secure (75 percent); and 
• hackers could steal their personal data (69 percent). 

Other analyses suggest that as many as 25 percent of all Inter-
net users give false personal information in order to protect their 
identity and privacy online. In March 2000, Business Week re-
ported that 57 percent of Americans believe that Congress should 
pass laws to govern how personal information is collected and used 
on the Internet. And, in August 2000, 86 percent of those surveyed 
by the Pew Research Foundation voiced their support for opt-in 
protection as a necessary component of any company’s privacy pol-
icy. Perhaps most surprisingly, a Harris Interactive survey commis-
sioned by Dell and the National Consumers League reported in Oc-
tober 2000 that ‘‘more Americans are very concerned about their 
loss of personal privacy (56 percent) than health care (54 percent), 
crime (53 percent), and taxes (52 percent). * * * When asked spe-
cifically about their online privacy,’’ those polled ‘‘were most wor-
ried about websites providing their personal information to others 
without their knowledge (64 percent) and web sites collecting infor-
mation about them without their knowledge (59 percent). * * * 71 
percent said it is absolutely essential that companies ask con-
sumers’ permission before using their personal information for any 
purpose other than the one originally given.’’

It should be noted, however, that despite professing concern 
about online privacy, the percentage of people who bought some-
thing online during the holiday season increased from 20 percent 
in 1998 to 55 percent in 2000, according to the Competitive Enter-
prise Institute (CEI). Moreover, CEI noted that while there were 
4.9 million credit card transactions online in 1997, this number had 
increased to 19.3 million by the third quarter of 1999. 
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These concerns have not abated since the tragic terrorist attacks 
of September 11, 2001. While Americans generally are willing to 
forgo some privacy to assist law enforcement efforts to monitor po-
tential criminal and/or terrorist activities, that willingness does not 
translate into a desire to allow increased control over their per-
sonal information online so that companies can collect, compile, 
commercialize and profit from it. Some of the most prominent busi-
nesses on the Internet, including Microsoft, Intel, Hewlett Packard, 
eBay.com, Amazon.com, Alta Vista, Earthlink, the New York 
Times, and Expedia, recognize this fact and offer consumers signifi-
cant privacy protections via opt-in consent regimes. 

THE FTC AND INTERNET PRIVACY 

The FTC is the Federal agency that possesses primary jurisdic-
tion over online privacy. This jurisdiction is derived from the grant 
of authority to the Commission under section 5 of the Federal 
Trade Commission Act, which provides the FTC authority over un-
fair and deceptive acts and practices involving the marketing and 
sale of goods and services to consumers in the U.S. marketplace. 
According to a 2000 report by the FTC, matters concerning con-
sumer privacy protection are best governed by core ‘‘Fair Informa-
tion Practices’’ principles that have been in the discourse of the pri-
vacy debate for over twenty years. They are: notice, choice, access, 
and security. 

The FTC began its review of Internet privacy issues in April 
1995. Since that time, the Commission has conducted several major 
public workshops and hearings on the issue, including summer 
workshops in 1996 and 1997. Based on the information gathered 
through these sessions, and through independent investigations, 
the Commission has produced three official reports on online pri-
vacy. The first report, in 1998, recommended self-regulation as a 
means of achieving consumer privacy protection, while recom-
mending legislation to protect the privacy of children’s information 
on the Internet. The Children’s Online Privacy Protection Act of 
1998 (COPPA) was Congress’ response to this recommendation. 

That legislation was enacted within four months of introduction 
as part of the Omnibus Appropriations Act of 1998 [P.L. 105–277]. 
The Act requires companies to: (1) provide parents notice of their 
information practices; (2) obtain prior parental consent; (3) upon re-
quest, grant parents the option to review the information; (4) pro-
vide parents the opportunity to bar further use of information al-
ready collected; (5) limit collection of personal data on a child to 
participation in a game, or prize offer, and to information reason-
ably necessary for the activity; and (6) establish procedures to pro-
tect the security of the information. This law is in effect today and 
was nearly unanimously supported by the Internet industry. 

In 1999, the FTC issued its second Internet privacy report and 
again urged industry to improve its performance in voluntarily pro-
tecting consumer privacy on the Internet. The FTC again called for 
self-regulation generally, but cautioned that if industry did not dra-
matically improve upon its performance, the Commission may rec-
ommend Internet privacy legislation in the future. In May 2000, 
the FTC released its third report on online privacy. For the first 
time, the Commission concluded that self-regulation alone is not 
sufficient to ensure adequate consumer privacy protection and 
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called for legislation that would codify the core ‘‘Fair Information 
Practices.’’ Specifically, the FTC found that only 20 percent of a 
random sample of major commercial websites have implemented all 
four fair information practices of notice, choice, access, and secu-
rity. And, even among the 100 most popular U.S. commercial web 
sites, only 42 percent had implemented these principles. The vote 
in favor of this recommendation was 3–2. Commissioner Leary con-
curred in part and dissented in part (recommending, among other 
things, more narrow legislation that only requires notice but that 
covers the online and offline marketplace). Commissioner Swindle 
dissented on grounds that evidence existed showing consumers 
were increasingly protected by industry self-regulatory efforts and 
this process should not be inhibited prematurely by regulation. 

More recent figures obtained using the FTC’s survey method-
ology show significant improvement since the FTC’s report two 
years ago. A report of the Progress & Freedom Foundation, re-
leased in March 2002, indicates that websites are collecting less in-
formation (96 percent to 84 percent), using fewer third-party cook-
ies (78 percent to 48 percent), providing more prominent and com-
plete notices, providing consumers with more choice in the use of 
personally identifiable information (77 percent to 93 percent), in-
creasingly offering opt-in as opposed to opt-out, and increasingly of-
fering a combination of fair information practice elements. Most 
importantly, it found that 99 percent of the 85 busiest websites had 
posted privacy policies, and 80 percent of a random sample of 
websites had done so as well. In fact, many prominent Internet in-
dustry witnesses testified that their companies would already be in 
compliance with this, or similar, legislation. 

The 2000 FTC recommendation suggested setting forth: ‘‘a basic 
level of privacy protection for consumer-oriented commercial 
websites. * * * Consumer-oriented commercial websites that col-
lect personal identifying information from or about consumers on-
line would be required to comply with the four fair information 
practices by providing individuals: (1) clear and conspicuous notice 
of their information practices; (2) an ability to choose not to have 
their personal information collected and used as described in that 
notice; (3) reasonable access to information collected, including an 
opportunity to correct or delete the information; and (4) reasonable 
security to protect the information collected.’’ 

While these were the legislative standards the FTC rec-
ommended under former Chairman Pitofsky in its May 2000 report 
to Congress, these broad definitions would require extensive FTC 
clarification in a rulemaking. The FTC has considerable experience
in this complex area. For example, while the FTC’s Advisory Com-
mittee on Access and Security acknowledged, in an internal report, 
that it could not reach a consensus on the extent to which access 
and security requirements could or should be implemented, in 
2000, the FTC successfully implemented COPPA, and in the proc-
ess imposed reasonable access and security requirements on 
websites collecting personal information from children online. 

Following this recommendation, in July 2000, the FTC concluded 
its two year survey of the Internet network advertising industry 
(comprised of the companies that place ‘‘banner advertisements’’ on 
Internet sites). In doing so, the FTC reached a settlement agree-
ment with approximately 90 percent of the current members of the 
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network advertising industry. In that agreement, the network ad-
vertisers agreed to provide notice of their profiling activities on the 
Internet. 

Since the present Bush administration took office, the FTC has 
departed from its pro-legislation stance. While Commissioners 
Thompson and Anthony are on record supporting varying degrees 
of legislation, FTC Chairman Muris and Commissioner Swindle 
have publicly stated their opposition to legislation at this time, pre-
ferring to focus on increased enforcement of existing law. In a 
speech on October 4, 2001, Chairman Muris laid out his view that: 
‘‘It is too soon to conclude that we can fashion workable legislation 
to accomplish [online privacy legislation’s stated] goals. We need to 
develop better information about how such legislation would work 
and the costs and benefits it would generate. * * * I think there 
is a great deal we can do under existing laws to protect consumer 
privacy. * * * At this time we need more law enforcement, not 
more laws.’’ 

In letters dated April 24, 2002, each of the five FTC Commis-
sioners responded to an inquiry by Senator McCain asking whether 
they believed privacy legislation was needed, and if so, what it 
should contain. Senator McCain’s inquiry also requested their com-
ments on the principal features of S. 2201. The Commissioners’ re-
sponse letters were introduced into the record at the April 25 hear-
ing on the bill. Two of the five Commissioners believe that legisla-
tion is needed at this time and are supportive of the bill. Three 
Commissioners, including Chairman Muris, express strong reserva-
tions about the workability of the provisions of S. 2201 and wheth-
er any legislation is needed in light of existing privacy law, in-
creased FTC enforcement, and industry efforts to improve protec-
tions. 

Although the Commissioners were not asked the question specifi-
cally, each of their responses addressed the issue of whether pri-
vacy legislation should apply only to online businesses and infor-
mation practices, or to both the online and offline worlds equally. 
Four of the five Commissioners concluded that any legislation ad-
dressing privacy should not draw differences between online and 
offline privacy protections. The majority of the Committee believes 
that S. 2201, as reported, responds to and addresses this funda-
mental concern raised by the FTC. 

POSITIONS OF CONSUMER PRIVACY ADVOCATES AS TO NEED FOR 
LEGISLATION 

The primary consumer privacy advocacy groups include the Con-
sumers Union, the Center for Democracy and Technology, the Elec-
tronic Privacy Information Center, and the Consumer Federation of 
America. These groups support the contention that legislation is 
needed to protect individuals’ privacy on the Internet. These groups 
argue that not all industry policies are complete or reliable, which 
they assert is proven by recent surveys and by a sampling of many 
online privacy policies. Those consumer groups acknowledge that 
there are effective self-regulatory efforts but believe those efforts 
are not sufficient to prevent bad actors. Some of these groups also 
argue that official uniform rules are needed to ensure industry 
compliance with a core set of Fair Information Practices, which can 
only be accomplished through legislation. 
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LEGISLATIVE HISTORY 

Senator Hollings introduced S. 2201, the ‘‘Online Personal Pri-
vacy Act,’’ on April 18, 2002. The legislation was referred to the 
Commerce Committee. The bill was originally cosponsored by Sen-
ators Stevens, Inouye, Burns, Rockefeller, Kerry, Breaux, Cleland, 
Carnahan, and Nelson. Senator Torricelli was subsequently added 
as a cosponsor. This legislation represented a compromised ap-
proach between three bills considered by the Commerce Committee 
during the 106th Congress: S. 809, introduced on April 15, 1999, 
by Senator Burns, and cosponsored by Senators Wyden and Kohl; 
S. 2606, introduced on May 23, 2000, by Senator Hollings, and co-
sponsored by Senators Inouye, Rockefeller, Breaux, Bryan, Cleland, 
Byrd, Kerrey, Edwards, Feingold and Durbin; and S. 2928, intro-
duced on July 26, 2000, by Senator McCain and cosponsored by 
Senators Abraham, Kerry and Boxer. The Commerce Committee 
also held four hearings on the issue of Internet privacy in the 
106th Congress to examine the issue generally, as well as the three 
bills referenced above. None of these bills were reported out of 
Committee. 

On April 25, 2002, the Committee held a full Committee hearing 
on S. 2201. Testimony was provided at the hearing by: Marc 
Rotenburg of the Electronic Privacy Information Center; Paul 
Misener, Vice President of Global Public Policy, Amazon.Com; Bar-
bara Lawler, the Chief Privacy Officer of Hewlett-Packard; Frank 
Torres, of the Consumers Union; and John Dugan, a law partner 
at Covington and Burling who testified on behalf of the Financial 
Services Coordinating Council, the association representing compa-
nies in the diversified financial services industry. The Committee 
also received written testimony from a number of other interested 
industry parties, academics, consumer advocates, and the indi-
vidual commissioners at the FTC. 

On May 17, 2002, the Committee ordered S. 2201 to be reported 
favorably with an amendment in the nature of a substitute, and 
three amendments thereto. The substitute amendment was offered 
by the Chairman and contained the following major changes: (i) in-
corporation of offline privacy provisions requiring the FTC to rec-
ommend offline regulations and then implement those regulations
if Congress fails to act to require a different approach; (ii) incorpo-
ration of a safe harbor program to facilitate compliance and en-
forcement of the legislation’s requirements with respect to opera-
tors and provide an affirmative defense for operators in private liti-
gation brought pursuant to the legislation; and (iii) a revised right 
of action that provided for statutory damages only in the event of 
violations involving sensitive personal information and either 
fraudulent notice or disclosure of such information. Other clarifying 
changes were included in the substitute amendment (some of which 
are described below in the section-by-section analysis) to more ac-
curately reflect the intent of the legislation as introduced, and rec-
oncile the legislation with some existing privacy statutes to gen-
erally preserve their existing pro-consumer privacy protections. 

Two amendments were adopted to the substitute by voice votes 
and one by unanimous consent. An amendment by Senator 
Brownback was adopted to exempt from the legislation small busi-
nesses that do not share personally identifiable information or 
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process such information. An amendment by Senator Nelson was 
adopted that required operators covered by the legislation to des-
ignate a privacy compliance officer. And an amendment by Senator 
Allen was adopted, as amended by Senator Hollings, to clarify that 
reasonable access requests by users should take into account the 
need by operators to protect proprietary information associated 
with the personal information they possess about users. 

Several amendments were defeated by roll call votes. 
Senator McCain offered an amendment to ensure that equal obli-

gations were imposed on the collection, use and disclosure of per-
sonally identifiable information both online and offline. This online-
offline amendment failed by a vote of 14–9. Specifically, the amend-
ment would have added a new section to S. 2201 to clarify that 
nothing in the legislation could be construed to impose different 
standards of care or obligations on the collection, use or disclosure 
of personally identifiable information online than were imposed off-
line. In order to ensure that Federal regulations promulgated 
under the legislation would meet this principle, the McCain amend-
ment would have suspended enforcement of the bill until online 
and offline privacy regulations were imposed equally on all per-
sons. This amendment could have potentially postponed the imple-
mentation and enforcement of the legislation indefinitely because it 
might never be achievable for the FTC to implement regulations 
covering both online and offline privacy to the exact equivalent ex-
tent that would have been required by the legislation had the 
McCain amendment passed. 

An amendment offered by Senator Brownback that would have 
set forth specific criteria by which operators could satisfy the rea-
sonable security requirements of title I failed by a vote of 14–9. 
Senator Brownback’s amendment would have set out parameters 
for companies to follow so that their security procedures would be 
deemed to satisfy the bill’s requirement of reasonable security, 
‘‘without regard to whether such procedures have prevented a 
breach of network security.’’ 

An amendment offered by Senator Allen that would have broad-
ened the preemption provision in the legislation to preempt State 
common law failed by a vote of 14–9. This amendment would have 
eliminated common law rights of action for individuals aggrieved 
by violations of the legislation where the private right of action in 
the legislation would not provide for recovery. 

A second amendment offered by Senator Allen to eliminate the 
private right of action failed by a vote of 15–8. The Committee 
notes that the legislation only provides a private right of action for 
individuals aggrieved by violations involving their sensitive person-
ally identifiable information in the cases of disclosure of that infor-
mation and/or fraudulent notice by operators. 

A third amendment offered by Senator Allen that would have 
provided operators in compliance with any of 17 other Federal pri-
vacy laws a safe harbor from inconsistent provisions of S. 2201 
failed by a vote of 14–8. 

SUMMARY OF MAJOR PROVISIONS 

S. 2201 would provide a comprehensive approach to protecting 
privacy on the Internet. The bill’s approach would apply a core set 
of Fair Information Practices principles which have been in the 
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public discourse about privacy for the better part of three decades. 
These principles require a baseline of privacy protection that in-
cludes providing individuals rights of notice, consent, access, secu-
rity and enforcement. The legislation also would provide broad pre-
emption of State statutes, rules, or regulations that relate to the 
collection, use, or disclosure of personally identifiable information 
obtained through the Internet. 

Title I of the legislation would set forth the rules governing the 
collection and use of individuals’ personally identifiable information 
gathered online. These rules would apply to Internet service pro-
viders, online service providers or operators of commercial websites 
(hereinafter collectively referred to as ‘‘operators’’), in addition to 
third parties using such operators to collect information about 
users of an Internet service or website. Specifically, the rules would 
require operators to provide clear and conspicuous notice of their 
collection and use practices with respect to personally identifiable 
information. If the personally identifiable information collected 
about the user is sensitive, operators may not collect or use that 
information without first, or contemporaneously, gaining the user’s 
affirmative, opt-in consent. If the personally identifiable informa-
tion collected about the user is not sensitive, operators may not col-
lect or use that information without first, or contemporaneously, af-
fording users robust notice of the intent to use the information, and 
giving the user the opportunity to decline consent via an opt-out 
mechanism. In addition, title I would require operators to notify 
users if they make material changes in their privacy policies or if 
their policy has been breached. 

Title I also would provide for significant exceptions to the legisla-
tion’s notice and consent requirements in several instances: (1) to 
protect the security or integrity of the service or website, or ensure 
the safety, health, or life of other people or property; (2) to conduct 
a transaction, deliver a product or service, complete an arrange-
ment for which the user provided the information, or provide prod-
ucts, services, or conduct activities integrally related to the trans-
action, product, service, or arrangement sought by the user; and (3) 
to comply with some of the Fair Credit Reporting Act’s non-mar-
keting related provisions. Other exceptions include appropriate dis-
closures to law enforcement entities, in court proceedings, for emer-
gency purposes to professional services providers, and for some 
non-marketing business activities permitted for financial institu-
tions under the Financial Services Modernization Act. 

Finally, title I would require operators to grant users reasonable 
access to their information once collected, and provide users rea-
sonable security for that information once collected. The reason-
ableness of an access request shall be based on balancing factors 
such as the sensitivity of the information requested and the burden 
on the operator of complying with the request. Operators would be 
permitted to charge a small fee for such access not to exceed three 
dollars. 

Title II would set forth the enforcement provisions in the legisla-
tion, and generally allow enforcement by the FTC, the State attor-
neys general, and individual rights of action. First, it clarifies that 
any violation of title I is an unfair or deceptive act or practice pro-
scribed by section 5 of the Federal Trade Commission Act. To the 
extent that operators covered by the legislation are more typically 
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regulated by entities other than the FTC, title II grants those other 
Federal authorities exclusive authority to enforce title I as to those 
operators. To the extent a civil penalty is imposed on an operator 
due to a violation of title I with respect to non-sensitive personally 
identifiable information, the FTC is authorized to hold the penalty 
in trust for distribution to users aggrieve by the violation. Such 
payment could not exceed $200 per user. This title also preserves 
the application of section 222 of the Communications Act of 1934, 
and clarifies that operators providing Internet services over cable 
facilities are governed by this legislation with respect to such serv-
ices, rather than by the Cable Act of 1984. The legislation would 
permit a State attorney general to bring a civil action as parens 
patriae to enforce a violation of the legislation on behalf of resi-
dents of the State in a district court. 

Title II would also create a process for the establishment of safe 
harbor self-regulatory programs to provide operators with some 
predictability as to their compliance with the requirements of the 
legislation. The safe harbor provision permits self-regulatory orga-
nizations and independent third party verifiers to certify that oper-
ators are in compliance with the Act. Such certifying entities will 
oversee companies’ compliance with the legislation, conduct random 
audits of those companies, and alert the FTC of any non-compli-
ance. In addition, any company that is a member of a safe harbor 
program will be entitled to an affirmative defense in a private right 
of action permitted by this Act that is brought by individuals ag-
grieved by a violation of the Act. A safe harbor will augment FTC 
enforcement by enabling additional oversight of companies subject 
to the requirements of the Act, while providing companies greater 
certainty that their practices and procedures are in fact compliant. 
A broader safe harbor is included for small businesses, who are ex-
empted from the requirements of the legislation if they meet cer-
tain size requirements and do not process personally identifiable 
information of consumers or disclose such information for consider-
ation to others.

Title II would also create a private right of action for users to 
enforce violations of title I involving sensitive personally identifi-
able information. With respect to violations involving fraudulent 
notice or disclosure associated with sensitive personally identifiable 
information, aggrieved individuals may bring an action in an ap-
propriate court in a State to enjoin the violation, recover actual 
monetary loss from the violation, or receive up to $500 in statutory 
damages, whichever is greater, or both actions. With respect to 
other violations of title I involving sensitive personally identifiable 
information, aggrieved individuals may bring an action in an ap-
propriate court in a State to enjoin the violation or recover actual 
monetary loss from the violation, or both actions. In any right of 
action brought by individuals under this legislation against opera-
tors, defendants would have an affirmative defense if they have es-
tablished and implemented with due care reasonable practices and 
procedures to ensure compliance and are deemed to be in compli-
ance by a self-regulatory organization or certified independent 
verification organization pursuant to the safe harbor provision ref-
erenced above. 
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Finally, title II would provide for whistleblower protection for 
employees who notify Federal enforcement agencies or State attor-
neys general as to violations of title I of the legislation. 

Title III would apply the legislation to Federal agencies and re-
quires the Senate Sergeant at Arms to develop regulations setting 
forth a privacy policy for U.S. Senate offices. 

Title IV contains miscellaneous provisions for the legislation. A 
provision on definitions defines pertinent terms for the legislation 
as described more fully in the section-by-section analysis below. A 
provision requires the FTC to initiate and complete a rulemaking 
for regulations to implement title I within one year of enactment. 
A provision establishes an effective date for the legislation one day 
after publication of the FTC’s final rule. And a provision requires 
the FTC to report to Congress 18 months after enactment, and an-
nually thereafter as to: whether the Act is accomplishing its in-
tended purposes; whether pro-privacy technology is being used in 
the marketplace to facilitate compliance; whether additional legis-
lation is needed; and whether the government can facilitate the de-
velopment of standard online privacy notices. Finally, title IV 
would require the National Institute of Standards and Technology 
to encourage technologies such as P3P for protecting privacy online. 

Title V would require the FTC to submit recommendations to 
Congress within 6 months of enactment as to proposed regulations 
on offline privacy that would provide individuals a level of protec-
tion similar to that provided by this legislation for online privacy. 
If Congress does not enact legislation within 12 months of receipt 
of the FTC proposed offline rules, then the FTC is directed to pro-
mulgate those rules within one month of Congress failing to act. 

ESTIMATED COSTS 

In accordance with paragraph 11(a) of rule XXVI of the Standing 
Rules of the Senate and section 403 of the Congressional Budget 
Act of 1974, the Committee provides the following cost estimate, 
prepared by the Congressional Budget Office:

U.S. CONGRESS, 
CONGRESSIONAL BUDGET OFFICE, 

Washington, DC, June 18, 2002. 
Hon. ERNEST F. HOLLINGS, 
Chairman, Committee on Commerce, Science, and Transportation, 
U.S. Senate, Washington, DC. 

DEAR MR. CHAIRMAN: The Congressional Budget Office has pre-
pared the enclosed cost estimate for S. 2201, the Online Personal 
Privacy Act. 

If you wish further details on this estimate, we will be pleased 
to provide them. The CBO staff contacts are Ken Johnson (for fed-
eral costs), Angela Seitz (for the state and local impact), and Na-
than Musick (for the private-sector impact). 

Sincerely, 
BARRY B. ANDERSON 

(For Dan L. Crippen, Director). 
Enclosure.
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CONGRESSIONAL BUDGET OFFICE COST ESTIMATE 

S. 2201—Online Personal Privacy Act 
Summary: S. 2201 would impose several restrictions on the col-

lection of personal information over the Internet. For example, 
Internet service providers, online service providers, and operators 
of commercial websites would be required to obtain users’ consent 
before collecting sensitive data and provide users the opportunity 
to ‘‘opt out’’ before gathering nonsensitive data. Also, under the bill, 
the Federal Trade Commission (FTC) would propose and imple-
ment similar restrictions on the collection of personal information 
by means other than the Internet. Finally, the National Institute 
of Standards and Technology (NIST) would be required to support 
the development of new software that gives Internet users auto-
matic access only to websites with the users’ preferred policies on 
privacy. 

The restrictions on collecting personal information contained in 
S. 2201 would be enforced primarily by the FTC. However, agencies 
such as the Office of the Comptroller of the Currency (OCC), the 
Board of Governors of the Federal Reserve System, the Federal De-
posit Insurance Corporation (FDIC), the Office of Thrift Super-
vision (OTS), the National Credit Union Administration (NCUA), 
the Securities and Exchange Commission (SEC), and the Secretary 
of Transportation would enforce the bill as it applies to the agen-
cies’ respective jurisdictions. These agencies would punish viola-
tions with civil and criminal penalties. Under the bill, any civil 
penalties collected by the FTC would be distributed to the victims 
of the violations. 

Assuming appropriation of the necessary amounts, CBO esti-
mates that implementing this bill would cost the FTC $9 million 
and NIST $11 million over the 2003–2007 period. Because S. 2201 
would create new civil and criminal penalties and would impose 
costs on federal banking regulators, we also estimate that the bill 
would have negligible effects on both direct spending and revenues. 
Therefore, pay-as-you-go procedures would apply. 

S. 2201 would impose intergovernmental mandates as defined in 
the Unfunded Mandates Reform Act (UMRA). CBO cannot deter-
mine whether the costs of complying with some of these mandates 
would exceed the threshold established in UMRA ($58 million 
2002, adjusted annually for inflation). 

S. 2201 also contains private-sector mandates as defined in 
UMRA. CBO cannot determine whether the direct cost of those 
mandates would exceed the annual threshold set by UMRA for pri-
vate-sector mandates ($115 million in 2002, adjusted annually for 
inflation). The mandate costs are difficult to estimate because of 
uncertainties about (1) the number of online firms affected by S. 
2201, (2) the incremental costs the bill would impose on any of 
those firms in light of existing privacy statutes, and (3) how the 
Federal Trade Commission would implement certain of the require-
ments of S. 2201 with regard to online and offline personal privacy. 

Estimated cost to the Federal Government: The estimated budg-
etary impact of S. 2201 is shown in the following table. The costs 
of this legislation fall within budget function 370 (commerce and 
housing credit).
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By fiscal year, in millions of dollars—

2003 2004 2005 2006 2007

CHANGES IN SPENDING SUBJECT TO APPROPRIATION
FTC spending to enforce privacy restrictions: 1

Estimated authorization level .............................................................. 1 2 2 2 2
Estimated Outlays ................................................................................ 1 2 2 2 2

NIST spending to develop internet software: 2

Estimated authorization level .............................................................. 3 2 2 2 2
Estimated outlays ................................................................................ 3 2 2 2 2

Total changes: 
Estimated authorization level .............................................................. 4 4 4 4 4
Estimated outlays ................................................................................ 4 4 4 4 4

1 The FTC received a gross 2002 appropriation of $156 million. This amount will be offset by an estimated $108 million in fees the FTC 
collects for merger reviews. 

2 NIST received a total appropriation of $680 million in 2002. 

Basis of estimate 
Subject to the availability of appropriated funds, CBO estimates 

that implementing S. 2201 would cost the FTC and NIST a total 
of $20 million over the 2003–2007 period. We also estimate that 
the bill would have an insignificant effect on direct spending and 
revenues. For this estimate, CBO assumes that the bill will be en-
acted by the end of fiscal year 2002 and that funds will be appro-
priated near the beginning of each fiscal year. 

Spending subject to appropriation 
S. 2201 would require the FTC to develop and enforce new regu-

lations on the collection of personal information through the Inter-
net. The bill also would require the FTC to draft regulations con-
cerning the privacy of information collected by entities by means 
other than the Internet. In the absence of additional legislation, 
the FTC would implement those regulations 19 months after enact-
ment. Finally, the agency would distribute any civil penalties col-
lected for violations of the bill’s provisions to the victims of those 
violations. Based on information from the FTC, CBO estimates that 
implementing the bill would require the agency to hire about 20 
additional staff that would cost about $2 million a year, subject to 
the availability of appropriated funds. (First-year costs—in 2003—
are likely to be about $1 million.) 

S. 2201 also would require NIST to undertake efforts to promote 
and develop software that would enable Internet users to access 
only those websites that employ the users’ preferred privacy poli-
cies. CBO expects that the agency would fulfill this requirement re-
search and testing on such software and the development of rel-
evant standards. Based on information for NIST, CBO estimates 
that the new personal and equipment needed to undertake these 
activities would cost about $2 million a year over the 2003–2007 
period, assuming the appropriation of the necessary amounts. (We 
estimate costs of $3 million for 2003 because the agency would 
need to acquire new computers and testing equipment.) 

Direct spending and revenues 
The OCC, NCUA, OTS, FDIC, and the Board of Governors of the 

Federal Reserve System would enforce the provisions of S. 2201 as 
they apply to financial institutions. The OCC, NCUA, and OTS 
charge fees to the institutions they regulate to cover all of their ad-
ministrative costs; therefore, any additional spending by these 
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agencies to implement the bill would have no net budgetary effect. 
That is not the case with the FDIC, however, which uses insurance 
premiums paid by all banks to cover the expenses it incurs to su-
pervise state-chartered banks. The bill’s requirement that the 
FDIC oversee financial institutions’ collection of personal informa-
tion through the Internet would cause a small increase in FDIC 
spending, but would not affect its premium income. In total, CBO 
estimates that S. 2201 would increase net direct spending of the 
OCC, NCUA, OTS, and FDIC by less than $500,000 a year. 

Budgetary effects on the Federal Reserve are recorded as 
changes in revenues (governmental receipts). Based on information 
from the Federal Reserve, CBO estimates that enacting S. 2201 
would reduce such revenues by less than $500,000 a year. 

Because those who violate the provisions of S. 2201 could be sub-
ject to civil and criminal fines, the federal government might collect 
additional fines if the bill is enacted. Collections of civil and crimi-
nal penalties are classified in the budget as revenues. However, 
based on information from the FTC, CBO estimates that any such 
increase in collections would be less than $500,000 per year. 

Under the bill, any civil penalties collected by the FTC for viola-
tions of the bill’s provisions would be distributed to victims of the 
violations. In addition, collections of criminal fines are deposited in 
the Crime Victims Fund and spent in subsequent years. Because 
any increase in direct spending would equal the amount of fines 
collected (with some lag), the net impact on spending also would be 
negligible. 

Pay-as-you-go considerations: The Balanced Budget and Emer-
gency Deficit Control Act sets up pay-as-you-go procedures for leg-
islation affecting direct spending or receipts. Although S. 2201 
would affect both direct spending and receipts, CBO estimates that 
the net effects would be insignificant. 

Estimated impact on state, local, and tribal governments: S. 2201 
would preempt certain state laws regulating Internet privacy and 
disclosure, thus imposing an intergovernmental mandate as de-
fined in UMRA. The cost of the preemption would not be signifi-
cant. To the extent that public entities fall under the definition of 
online service providers (to be defined by the Federal Trade Com-
mission), the requirements of this bill regarding the collection, use, 
and disclosure of certain information also would constitute man-
dates, but CBO cannot determine whether the cost of complying 
with the collection, use, and disclosure requirements would exceed 
the intergovernmental mandates threshold established in UMRA 
($58 million in 2002, adjusted annually for inflation). It is difficult 
to estimate these costs because uncertainties in determining the 
total number of public entities that would be affected.

In addition, because of the wide range of existing practices re-
garding the collection of personally identifiable information, we 
cannot establish a reliable baseline of costs currently being in-
curred. Some states have a number of protections already in place, 
but other public online services have less-developed privacy policies 
and practices. Finally, we cannot predict how the legislation would 
be interpreted by the Federal Trade Commission (or in future legis-
lation by the Congress) for both online and offline personally iden-
tifiable information collection, use, and disclosure. 
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Estimated impact on the private sector: S. 2201 would impose 
several mandates on the private sector. The bill would require 
Internet service providers, online service providers and other par-
ties (e.g., operators of a website or online advertisers) to comply 
with a variety of privacy and disclosure requirements for personal 
information that they collect online and that allows them to iden-
tify individuals (defined in S. 2201 as ‘‘Personally Identifiable In-
formation’’). In particular, S. 2201 would require such businesses 
to: 

• Provide notice to users, either before or at the point of infor-
mation collection online, of the types of personal information 
being collected, and of the subsequent use and disclosure that 
will be made of that information; 
• Provide users a choice of whether to allow collection of their 
personal information, by enabling them to opt-out from the col-
lection of nonsensitive personal information and opt-in to the 
collection of sensitive personal information; 
• Update users and allow for their consent whenever personal 
information is collected or disclosed under a ‘‘materially dif-
ferent’’ policy from that previously in effect, or notify all users 
when privacy has been compromised by an unintentional act of 
the information collector, (e.g., by a system malfunction or se-
curity breach); 
• Designate a privacy compliance officer responsible for insur-
ing that online collection and disclosure policies satisfy the re-
quirements of the bill; 
• Provide users with ‘‘reasonable’’ access to their personal in-
formation and allow them to make changes and deletions; 
• Ensure the security of collected personal information; and 
• Provide whistle-blower protection to employees who notify 
federal or state agencies of violations of the bill’s requirements. 

S. 2201 would further require the Federal Trade Commission to 
promulgate regulations for offline personal information, if the Con-
gress does not pass legislation regulating offline personal informa-
tion collection and disclosure which is similar in intent and scope 
to the online provisions in S. 2201 within 18 months of enactment. 

CBO cannot determine whether the direct costs of those man-
dates would exceed the annual threshold established in UMRA for 
private-sector mandates ($115 million in 2002, adjusted annually 
for inflation). The mandate costs are difficult to estimate because 
of uncertainties about (1) the number of online firms affected by S. 
2201, (2) the incremental costs the bill would impose on any of 
those firms in light of existing privacy statutes including the loss 
in revenue, if any, that would result from not being able subse-
quently to use or sell certain personal information; and (3) how the 
Federal Trade Commission would implement certain of the require-
ments of S. 2201 with regard to online and offline personal privacy. 

Estimate prepared by: Federal costs: Ken Johnson; impact on 
state, local, and tribal governments: Angela Seitz; impact on the 
private sector: Nathan Musick. 

Estimate approved by: Peter H. Fontaine, Deputy Assistant Di-
rector for Budget Analysis.
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REGULATORY IMPACT STATEMENT 

In accordance with paragraph 11(b) of rule XXVI of the Standing 
Rules of the Senate, the Committee provides the following evalua-
tion of the regulatory impact of the legislation, as reported: 

NUMBER OF PERSONS COVERED 

S. 2201 would provide privacy protections for all individuals 
using the Internet, and ultimately, for all individuals engaging in 
the traditional, offline marketplace. As such, the legislation would 
cover potentially all consumers and those engaged online, as well 
as offline, and those companies that operate in either or both 
spaces. 

ECONOMIC IMPACT 

This legislation would result in new or incremental costs for com-
panies to comply with its privacy protection requirements to the ex-
tent they are not already doing so. Numerous studies have esti-
mated the cost of online privacy legislation, claiming anywhere 
from several to tens of billions of dollars in added costs to compa-
nies for compliance with such legislation. The Committee also 
heard testimony from several witnesses indicating that they al-
ready were in compliance with the proposed provisions of this legis-
lation, or with similar requirements. While these cost studies have 
not specifically examined the cost of offline privacy legislation simi-
lar to the offline provisions in this bill, critics of these cost analyses 
generally argue that they often do not take into account the fact 
that some of these added costs have already been borne by compa-
nies’ previous compliance with existing online and offline privacy 
legislation. 

PRIVACY 

The legislation would increase the personal privacy of all individ-
uals who use the Internet and would not have an adverse impact 
on individual users. 

PAPERWORK 

S. 2201 would require the FTC to perform two rulemaking proce-
dures in order to implement the legislation, as well as to report to 
Congress on a regular basis about several privacy issues. As such, 
the legislation should generate similar amounts of administrative 
paperwork to legislation requiring multiple agency rulemakings 
and a report to Congress. 

SECTION-BY-SECTION ANALYSIS 

Section 1. Short Title 
This Act may be cited as the ‘‘Online Personal Privacy Act.’’

Section 2. Table of Contents 
This section provides a table of contents for the bill. 

Section 3. Findings 
This section cites findings by Congress concerning the need for 

Federal Internet privacy legislation to protect privacy, boost con-
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sumer confidence and e-commerce, and provide business certainty 
through broad preemption. 

Section 4. Preemption of State Law or Regulations 
This section states that the legislation supersedes any State stat-

ute, regulation or rule regulating Internet privacy to the extent 
that it relates to the collection, use, or disclosure of personally 
identifiable information obtained through the Internet. 

TITLE I—ONLINE PRIVACY PROTECTION 

Section 101. Collection, Use or Disclosure of Personally Identifiable 
Information 

This section would require that an Internet service provider, on-
line service provider or commercial website operator (hereinafter 
collectively referred to as ‘‘operators’’) may not collect, use, or dis-
close personally identifiable information except in accordance with 
the provisions of this legislation. This requirement also applies to 
any third party, including advertising networks, that use an oper-
ator to collect information about users of that operator’s service or 
website. Examples of such third parties would include entities that 
make publicly available computer software that collects personally 
identifiable information about users and discloses that information 
to any person other than the user, as well as companies that pro-
vide outsourced website hosting or other technical services to main-
tain online operations for an operator that collects or uses person-
ally identifiable information in the course of their business. 

Section 102. Notice and Consent Requirements 
This section would require operators that collect personally iden-

tifiable information to provide users clear and conspicuous notice 
as to the specific types of personally identifiable information to be 
collected, the methods of collecting and using the information col-
lected, and all disclosure practices for that information (including 
whether it will be disclosed to third parties). The notice require-
ment imposed by this section is not required with respect to per-
sonally identifiable information collected by the operator prior to 
the effective date of the legislation, except to the extent such infor-
mation is combined with personally identifiable information col-
lected after the effective date, at which point it would come under 
the notice requirements of the legislation. Under such a cir-
cumstance, notice of this combination would only be required at the 
initial point of collection of personally identifiable information after 
the effective date of the legislation. For example, a statement in 
the privacy policy by an operator after the effective date of the leg-
islation that ‘‘we may combine your information with information 
collected previously,’’ would suffice. Regardless, the Committee 
does not intend that notice would ever be required prior to the ef-
fective date. The Committee contemplates that the FTC, in inter-
preting term ‘‘clear and conspicuous notice’’, should be guided to 
the extent practicable by the meaning embodied in the FTC’s im-
plementation of COPPA, which required children’s websites to pro-
vide parents clear and conspicuous notice of their information col-
lection practices with respect to children’s information. In other
words, a link to a privacy policy, prominently displayed would con-
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stitute clear and conspicuous notice. In turn, that policy would 
have to meet the specific requirements of this section as to the 
types of information collected, the methods of collecting and using 
the information, and the disclosure practices intended for the infor-
mation. 

Under section 102(b), an operator may not: (1) collect sensitive 
personally identifiable information, as defined by this legislation, 
online; or (2) disclose or otherwise use such information collected 
online, unless the operator obtains that user’s consent to the collec-
tion and disclosure or use of that information before, or at the time, 
the information is collected, and that consent is evidenced by an af-
firmative act in a written or electronic communication. 

Under section 102(c), an operator may not: (1) collect personally 
identifiable information that is not sensitive online; nor (2) disclose 
or otherwise use such information collected online from a user, un-
less the operator provides robust notice as defined by this legisla-
tion to the user in addition to clear and conspicuous notice, and has 
given the user an opportunity to decline consent for such collection 
and use before, or at the time, the information is collected. Under 
section 102(d), robust notice is only required by a provider upon its 
first collection of non-sensitive personally identifiable information 
from a user, provided that a subsequent collection of materially dif-
ferent non-sensitive information would also require robust notice. 
The term ‘‘materially different’’ information would include materi-
ally new or user-revised information as to a person’s name, ad-
dress, phone number, e-mail address, or birth certificate number, 
but would not include additional information such as that collected 
via a user’s click stream activity. ‘‘Materially different’’ information 
also would not include non-personally identifiable information that 
is subsequently combined with collected non-sensitive personally 
identifiable information. 

The Committee notes that complying with some of the bill’s pri-
vacy protection requirements presents challenges for wireless 
Internet service providers that their wired counterparts do not face. 
In particular, the spatial and functional limitations of handheld 
wireless devices make it more difficult for wireless Internet service 
providers to comply with the notice, consent, access, and other obli-
gations imposed by the bill. The Committee expects the FTC to 
take into account these limitations and reflect them, as appro-
priate, in the regulations it adopts to implement the bill. 

Under section 102(e) the consent or denial of consent by a user 
of permission to an operator to collect, disclose, or otherwise use in-
formation about that user for which consent is required under this 
Act shall remain in effect until changed by the user and shall apply 
to commercial or legal successors to the operator, without regard 
to the legal form in which such succession occurred, including suc-
cessor entities that collect, use, or disclose such information as a 
result of a chapter 7 or chapter 11 bankruptcy proceeding under 
title 11 of the United States Code. The permanence of a user’s con-
sent or denial of consent does not apply if: (1) the kind of informa-
tion collected by the successor entity about the user is materially 
different from the information collected by the predecessor entity; 
(2) the methods of collecting and using the information employed 
by the successor entity are materially different from the methods 
employed by the predecessor entity; or (3) the disclosure practices 
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of the successor entity are materially different from the practices 
of the predecessor entity. 

Section 103. Policy Changes; Breach of Privacy 
Section 103(a) provides that operators who materially change 

their privacy policies must provide notice to all users of that mate-
rial change and may not collect, disclose or use personally identifi-
able information in accordance with the changed policy unless the 
user has been afforded an opportunity to consent or withhold con-
sent, depending on the sensitivity of the personally identifiable in-
formation in question. This section is intended to require that an 
operator act in good faith and take reasonable measures to provide 
notice to users of a material policy change by, for example, elec-
tronic or postal communications. The section is not intended to re-
quire an operator to find each of its users or even research to con-
firm the accuracy of each user’s address or receipt of the notice of 
policy change. 

Under section 103(b), operators must provide notice of a privacy 
breach to users relating to those users’ personally identifiable infor-
mation. A breach includes disclosure of such information by an op-
erator in violation of the legislation or the compromise of security, 
confidentiality, or integrity of such information by a hacker or third 
party. The notice provided must describe the nature of the privacy 
breach committed and the steps taken by the operator to remedy 
it. Such notice may be delayed for a reasonable period of time if 
postponement would facilitate: (1) the detection of a person respon-
sible for the privacy breach (such as a hacker); and (2) restoring 
the integrity of the service and preventing further comprise of the 
security confidentiality and integrity of such information. Similarly, 
notice may be delayed for a reasonable period of time so as to re-
store the functionality of a service after a system failure and to 
take steps to restore the integrity of the service or website and pre-
vent any further compromise of the security, confidentiality, or in-
tegrity of personal information due to that system failure or related 
incidents. 

Section 103(c) requires that every operator covered by the legisla-
tion designate a privacy compliance officer responsible for ensuring 
compliance with the requirements of this legislation as well as the 
privacy policies of the operator for which they work. 

Section 104. Exceptions 
Under section 104(a), the notice and consent requirements of sec-

tion 102 generally do not apply to collection, disclosure, or use by 
an operator of information about a user when the collection, disclo-
sure, or use is necessary to fulfill the request sought by the user. 
If, however, the information is then used or disclosed for unrelated, 
or previously un-noticed, purposes, such as for marketing, the ex-
emption from section 102 notice and consent requirements is no 
longer applicable. The Committee intends for the exception to oper-
ate so that an operator is implicitly permitted in all instances to 
share a user’s personally identifiable information in order to fulfill 
a user’s request.

To protect the security of the service or safety of people or prop-
erty, section 104(a) provides that the notice and consent require-
ments under section 102 do not apply to information collected, dis-
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closed, or used to: (1) protect the security or integrity of the service 
or website; or (2) ensure the safety, health, or life of other people 
or property. For example, if use or disclosure of personal informa-
tion could thwart an attempt to hack the security of a website and 
obtain personal information about users, an operator would not 
have to provide notice or provide a consent mechanism with respect 
to such use or disclosure to the hacker under surveillance. Simi-
larly, if collection, disclosure or use of personal information would 
ensure the safety of people or property by averting harm, an oper-
ator would be excused from the notice and consent requirements of 
this section with respect to that information. 

To fulfill the purposes for which the user provided the informa-
tion, there would be no notice and consent requirements in in-
stances in which the operator’s collection, use, or disclosure of per-
sonally identifiable information is necessary to conduct a trans-
action, deliver a product or service, or complete an arrangement for 
which the user provided the information. For example, if a user 
purchases a book from Amazon.com, his or her personal informa-
tion necessarily may need to be used and disclosed to a party re-
sponsible for delivering the book to the user. No notice or consent 
would need to accompany this use. If, however, the information 
were also to be used for unrelated marketing or other purposes, 
Amazon.com would be required to provide notice and seek opt-out 
consent as required by section 102 with respect to that information. 
With respect to onward transfer of information that is only de-
scribed by the operator for the purposes of completing the user’s re-
quest, the Committee contemplates recipients of that information, 
such as United Parcel Service, in the Amazon.com example, will 
only use the personally identifiable information for purposes re-
lated to the user’s request (i.e. delivery). 

The Committee is aware that businesses subject to the bill may 
operate websites with partners as co-branded sites or may offer the 
products or services of others on their websites or other online 
media. In such instances, personally identifiable information may 
need to be shared between partners in order to complete the trans-
action, and for related purposes. Section 104 would allow the shar-
ing of information for these purposes, absent compliance with any 
notice or consent requirements of section 102. 

The exceptions in this section apply to information without re-
gard to its sensitivity. If a user applies for a loan online, the lender 
by necessity must share sensitive personally identifiable financial 
information about the user with several parties, for example, to fa-
cilitate the loan request, to check on the creditworthiness of the ap-
plicant, to contract underwriters, and to ensure the identity of the 
applicant. Such sharing is entirely appropriate and in fact nec-
essary for the transaction to proceed and is accordingly exempt 
from the notice and consent requirements of the legislation, so long 
as those uses of the personal information are limited to those nec-
essary to further the user’s request—in this case for a loan. Simi-
larly, if a user seeks medical attention online and the operator pro-
vides service such as, but not limited to, treatment, recommenda-
tions, referrals, or prescriptions, any sharing of the user’s sensitive 
personally identifiable health or medical information is permitted 
for these and related purposes without triggering the legislation’s 
notice and consent requirements. 
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To provide other products and services or conduct activities inte-
grally related to the purposes for which the user provided the infor-
mation, section 104(a) also exempts the collection, use, or disclo-
sure of information from the notice and consent requirements of 
section 102 when necessary to provide other products and services 
or conduct activities integrally related to the transaction, service, 
product, or arrangement for which the user provided the informa-
tion. This exemption should be read expansively rather than in a 
limited fashion. For example, if a user seeks medical attention on-
line and seeks a desired course of treatment, but is ultimately of-
fered an unanticipated alternative course of treatment, the sharing 
of sensitive personally identifiable health information for the pur-
pose of providing that treatment would be permitted even though 
the user did not specifically request such alternative treatment at 
the outset. Or, if a person applies for a mortgage refinance online 
but ultimately selects a home equity line instead, the sharing of 
sensitive personally identifiable financial information about that 
person for the purpose of completing the home equity line of credit 
application will be permitted without the imposition of any notice 
or consent requirements, provided the use of the sensitive informa-
tion is in fact limited to the purpose of facilitating the user’s loan 
request and application. In addition, the language ‘‘integrally re-
lated’’ is meant to capture any necessary sharing of personally 
identifiable information, however attenuated, so long as such shar-
ing is necessary to complete the transaction, service, arrangement, 
or deliver the product the user requested. For example, a financial 
institution may provide a consolidated account statement to a cus-
tomer with multiple account relationships, based on the fact that 
the customer has established the accounts, without the additional 
requirement that the customer consent before his or her personal 
financial information is collected and/or disclosed to an affiliated 
entity solely for such purposes. Finally, the ‘‘integrally related’’ lan-
guage is meant to capture the concept of an ongoing relationship 
between the user and operator. For example, if a purchased prod-
uct were defective, the operator that supplied the product could 
personally contact the user who purchased it about a product recall 
without violating the provisions of section 102. Or, if a product 
were improved (as in the case of a software upgrade, or ISP service 
agreement upgrade—e.g., as with AOL’s periodic improvement of 
its ISP service from AOL 5.0 to 6.0 to 7.0 and so on), the operator 
that provided the product initially would be permitted to contact 
the user about the possibility of obtaining the product improve-
ments without triggering the requirements of section 102. 

To comply with the Fair Credit Reporting Act without regard to 
section 603(d)(2) of that Act, section 104(a) also certifies that the 
notice and consent requirements of section 102 do not apply to col-
lection, use, or disclosure of personally identifiable information al-
lowed under the Fair Credit Reporting Act (15 U.S.C. 1681 et seq.) 
so as to permit the sharing of information for credit check purposes 
and other similar activities authorized by that legislation. How-
ever, collection, use, or disclosure of personally identifiable infor-
mation is not excepted for the purposes of compliance with section 
603(d)(2) of the Fair Credit Reporting Act, which relates to com-
mercial marketplace transactions and experiences of users, and 
necessarily implicates the very marketing privacy concerns ad-
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dressed by the robust notice and opt-out requirements imposed in 
section 102. 

Under section 104(b), an operator may not be held liable under 
the legislation, any other Federal law, or any State law, for disclo-
sures made in good faith and following reasonable procedures in re-
sponding to requests for: (1) disclosure of personal information to 
the parent about his or her child as permitted by COPPA; or (2) 
access to, or correction or deletion of, information by users about 
themselves as permitted by section 105 of this legislation. Accord-
ingly, section 104(b)(1)(A) is intended to preserve the effect of the 
rules adopted by the FTC pursuant to COPPA with respect to the 
right of parents to review and delete personal information provided 
by a child and the obligations of operators to permit such review 
and deletion, including, among other things, specifically the immu-
nity from liability provided by 16 CFR § 312.6(b). Similarly, section 
104(b)(1)(B) is intended to afford operators immunity with respect 
to requests for access to, or correction or deletion of, personally 
identifiable information under section 105 of this legislation. 

In addition, a financial institution as defined under section 
509(3) of the Gramm-Leach-Bliley Act may not be held liable under 
this legislation for any disclosure described in section 502(e) of that 
Act. 

Under section 104(c), an operator may disclose personally identi-
fiable information about a user to a law enforcement, investigatory, 
national security, or regulatory agency or department of the United 
States in response to a request or demand made under authority 
granted to that agency or department by statute, rule, or regula-
tion, or pursuant to a warrant, court order, or properly executed 
administrative compulsory process. Disclosure is also permitted in 
response to a court order in a civil proceeding upon a showing of 
compelling need for the information that cannot be accommodated 
by any other means, provided there is reasonable notice to the user 
and a reasonable opportunity afforded to the user to appear and 
contest the order or try and narrow its scope. Any such disclosure 
in a civil proceeding must be accompanied by appropriate safe-
guards imposed by the court to protect against subsequent unau-
thorized disclosure of the information. 

The Committee does not intend, however, that the operator shall 
have a responsibility to determine that the court that has issued 
the order has provided the appropriate safeguards referenced 
above. In addition, this subsection is not intended to impose upon 
operators an unreasonable burden of determining whether sub-
poenas, civil discovery devices, and other forms of process seeking 
the compelled disclosure of personally identifiable information oper-
ator comply with the requirements of section 4(c)(1)(B). 

Under section 104(d), an operator may disclose personally identi-
fiable information about a user or users to a law enforcement offi-
cer, hospital, clinic, or other lawful medical organization, or a li-
censed physician, or other health care professional if : (a) disclosure
is critical to the life, safety, or health of the use or others; (b) it 
is not feasible to obtain timely consent in a manner consistent with 
the purpose of preserving life, safety, or health; and (c) the disclo-
sure is no greater than necessary to accomplish the purpose for 
which the information is disclosed. 

VerDate Aug 1, 2002 04:54 Aug 07, 2002 Jkt 099010 PO 00000 Frm 00032 Fmt 6659 Sfmt 6602 E:\HR\OC\SR240.XXX pfrm15 PsN: SR240



31

Under section 104(e), an operator may disclose personally identi-
fiable information about a user to a provider of professional serv-
ices or affiliate thereof, of which the user is a client, patient or cus-
tomer, and if the provider or affiliate is subject to professional eth-
ical standards, regulations, rules, or law requiring the provider or 
affiliate not to disclose confidential client information without the 
consent of the client. 

Section 105. Access 
The access provisions of section 105 are intended to provide users 

reasonable access to personally identifiable information without un-
duly burdening the party that has collected and retained that infor-
mation. Operators must provide reasonable access to a user to per-
sonally identifiable information collected and retained from the 
user online, or that has been combined with personally identifiable 
information collected and retained from the user online, after the 
effective date of the legislation. Accordingly, operators have no obli-
gation to retain information collected for the purpose of complying 
with the legislation’s access requirements. If an operator collects 
personally identifiable information and no longer retains it, then 
there is no access requirement under the legislation. Moreover, the 
Committee wishes to clarify that the term ‘‘access’’ is not intended 
to require an operator to provide a user the ability to query directly 
or otherwise establish a physical or electronic connection to any 
database or other system of maintaining personally identifiable in-
formation. Such direct contact by the user could, while providing 
access, endanger security of other information collected and main-
tained by the operator. Rather, the term ‘‘access’’ contemplates 
that, subject to the reasonableness test set forth in this section, an 
operator shall provide a user a copy (electronically or otherwise) of 
the information the operator has collected and maintained from the 
user online. In addition, section 105 makes clear that ‘‘reasonable’’ 
access does not require an operator to disclose information that 
would compromise its ability to protect proprietary information 
about how it collects and stores its information. 

Section 105 also requires operators to provide a reasonable op-
portunity for a user to suggest a correction or deletion of any per-
sonally identifiable information maintained by the operator to 
which the user was granted access. In addition, operators are re-
quired to make such a correction a part of the user’s maintained 
personally identifiable information, or make the deletion requested, 
for the purposes of all future use or disclosure of the information. 

Section 105 is not intended to create opportunities for access to 
personally identifiable information by impostors or persons other-
wise abusing the access rights granted by the legislation. An oper-
ator may decline a suggested correction or deletion if the operator 
reasonably believes that the suggested correction or deletion is in-
accurate or otherwise inappropriate, notifies the user of the reasons 
for that belief, and provides an opportunity for the user to refute 
those reasons. An operator need not know with certainty that a re-
quested correction or deletion is inaccurate or inappropriate. For 
example, if an operator reasonably believes that the user making 
the request is not the actual user, the operator may deny the re-
quest. Or if the operator reasonably believes that the user’s sug-
gested correction or deletion would create an inaccuracy in the per-
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sonal information maintained and collected, then the operator may 
deny the request. 

Section 105(c) provides that reasonableness of access shall be de-
termined by taking into account such factors as the sensitivity of 
the information requested to be examined, corrected, or deleted, 
and the burden or expense on the operator of complying with the 
request. However, the enumeration of such factors is not intended 
to exclude from consideration other factors relevant to the reason-
ableness of a user’s request. For example, the number of requests 
made by a user in the past may factor into the reasonableness of 
a particular subsequent request. Whether the operator actually 
uses, or intends to use the personally identifiable information, 
could be a factor as well as to the sensitivity of the information re-
quested. Or, it may be appropriate to deny access in instances to 
protect the safety, privacy, or other legitimate interests of third 
parties. Finally, the Committee does not intend this requirement to 
result in the reconfiguring of every operator’s database so as to 
comply with every access request. The effort required by, and the 
burden and expense on, an operator in such instances should be 
part of the ‘‘reasonableness’’ analysis. The Committee must empha-
size, however, that many companies on the Internet and in the off-
line marketplace today provide users access to their personally 
identifiable information. For example, Amazon.com gives users the 
ability to access their own personal information and edit it at their 
discretion. Similarly, MSN allows its users to visit the MSN Per-
sonal Information Center to view, edit or delete their personal in-
formation from the MSN database. In light of these voluntary best 
practices, the Committee expects the ‘‘reasonable’’ access require-
ments of the legislation to at least result in the same access by 
users to their personal information, once collected. 

Section 105(d) provides that an operator may impose a reason-
able charge for access not to exceed $3, except in situations in 
which the user certifies financial hardship pursuant to the factors 
set forth in section 104(d)(2). 

Section 106. Security 
This section would require operators to establish and maintain 

reasonable procedures necessary to protect the security, confiden-
tiality, and integrity of personally identifiable information main-
tained by the operator. This section is virtually identical to lan-
guage contained in COPPA (15 U.S.C. § 6501 et seq.), which was 
implemented by the FTC and applies to operators (as defined 
therein) that collect personally identifiable information from chil-
dren online. The specific FTC rule implementing this provision 
from COPPA required operators to ‘‘have adequate policies and pro-
cedures for protecting children’s personal information from loss, 
misuse, unauthorized access, or disclosure.’’ This section con-
templates a similar approach and anticipates the FTC will imple-
ment its rules governing security as such.

TITLE II—ENFORCEMENT 

Section 201. Enforcement by Federal Trade Commission 
Section 201 states that, except as otherwise provided, this legis-

lation is to be enforced by the FTC. 

VerDate Aug 1, 2002 04:54 Aug 07, 2002 Jkt 099010 PO 00000 Frm 00034 Fmt 6659 Sfmt 6602 E:\HR\OC\SR240.XXX pfrm15 PsN: SR240



33

Section 202. Violation is Unfair or Deceptive Act or Practice 
Section 202(a) states that a violation of any provision of title I 

will constitute an unfair or deceptive act or practice proscribed 
under section 18(a)(1)(B) of the Federal Trade Commission Act. (15 
U.S.C. § 57a(a)(1)(B). 

Under section 202(b), operators that are more typically regulated 
by other Federal and State agencies, boards, or other oversight 
bodies shall have their compliance with title I of this legislation en-
forced by those entities, under their own authorizing Acts or laws, 
to the same extent as if the FTC were enforcing the legislation as 
to those operators. Under section 202(c) for the purpose of the exer-
cise by any agency referred to in this section of its powers under 
any Act or law specifically referred to in section 202(b), a violation 
of title I of this legislation is deemed to be a violation of a require-
ment imposed under that Act or law. 

Under sections 202(d) and 202(e), the FTC shall enforce viola-
tions of title I in the same manner, by the same means, and with 
the same jurisdiction, powers, and duties as though all applicable 
terms and provisions of the Federal Trade Commission Act (15 
U.S.C. § 41 et seq.) were incorporated into and made a part of this 
legislation. This extends to penalties, privileges, and immunities 
provided for in the Federal Trade Commission Act. In addition, if 
a civil penalty is imposed on an operator in an action brought by 
the FTC for a violation involving non-sensitive personally identifi-
able information, the FTC shall hold the amount paid to the FTC 
in trust for distribution to aggrieved users whose information was 
the subject of the violation that file claims for compensation for the 
violation. The amount of such payment to any user shall not exceed 
$200 and the FTC is required to hold monies in trust for a period 
of not less than 180 days. Any excess monies shall be deposited 
into the United States Treasury no later than 12 months after pay-
ment to the FTC. 

Section 202(f) states that nothing contained in this subtitle shall 
be construed to limit the authority of the FTC under any other pro-
vision of law. In addition, under section 202(f)(2), nothing in title 
I of this legislation requires an operator to take any action incon-
sistent with the requirements of section 222 of the Communications 
Act of 1934 (47 U.S.C. 222), the provision governing the privacy of 
customer proprietary network information (CPNI) held by all tele-
communications carriers. Finally, section 202(f)(3) amends section 
631 of the Communications Act of 1934 (47 U.S.C. 51), the provi-
sion governing the privacy of cable television subscriber viewing 
habits and transactions, so as to apply the provisions of this legis-
lation in place of those in section 631 when cable operators (as de-
fined in section 631) are providing online or Internet services, or 
operating a commercial website (as defined in this legislation). Sec-
tion 202(f)(3) would also place cable Internet services under the 
same privacy regime as other online and Internet services without 
affecting the other privacy restricitons of section 631. It harmonizes 
consumer Internet privacy rights without regard to whether con-
sumers receive their Internet services over telephone lines, cable, 
or any other platform. 

The Committee notes that the amendment made by section 
202(f)(3) does not affect the continued applicability of the Electronic 
Communications Privacy Act, as amended by the USA PATRIOT 
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Act, to disclosures of personally identifiable information to law en-
forcement entities by cable companies in their provision of Internet 
services. These Acts, which were made applicable to cable opera-
tors’ disclosures to law enforcement under section 211 of the USA 
PATRIOT Act (adding 631(c)(2)(D) to the Communications Act) re-
main applicable with respect to cable Internet services under sec-
tion 104(c) of the bill. 

Section 203. Safe Harbor Self-Regulatory Programs 
This section incorporates one of the major changes made in the 

substitute amendment that was reported by the Committee. Gen-
erally, this section creates a ‘‘safe harbor’’ to allow self-regulatory 
organizations and independent third party verifiers to certify, 
under defined safe harbor programs, that operators are in compli-
ance with the Act. Generally, under this section, such certification 
would create a presumption that the operators are in compliance 
with the Act. Such certifying entities are required to oversee opera-
tors’ compliance with the legislation, conduct random audits of 
those companies, and alert the FTC of any non- compliance. In ad-
dition, any operator that is a member of a safe harbor program 
would be entitled to an affirmative defense in any private litigation 
brought by individuals aggrieved by a violation of the Act. A safe 
harbor will augment FTC enforcement by enabling additional over-
sight of companies subject to the requirements of the Act, while 
providing companies greater certainty that their practices and pro-
cedures are in fact compliant. 

Specifically, operators shall be presumed to be in compliance 
with the requirements of the legislation if the operator: (1) is a par-
ticipant in a self-regulatory program approved by the FTC under 
section 203(b); (2) has agreed in writing to meet the program’s re-
quirements for participation; and (3) is deemed by the self-regu-
latory program to be in full compliance with the requirements of 
that program. 

Under section 203(b), the FTC may approve a self-regulatory pro-
gram under this section only if: 

(1) The program requires operators that participate in the 
program, at a minimum, to provide privacy protections to users 
that are substantially equivalent to or greater than the protec-
tion afforded to users by title I. 

(2) The program reviews an operator’s privacy statement and 
policy for compliance prior to determining its eligibility to par-
ticipate in the self-regulatory program, and reviews that state-
ment and policy no less than annually thereafter for continued 
compliance. As an added measure of oversight, the self-regu-
latory program is also required to obtain, prior to determining 
an operator’s eligibility to participate in the self-regulatory pro-
gram, and thereafter no less than annually, a written certifi-
cation from a senior corporate officer or other responsible exec-
utive of the actual or prospective participant that the partici-
pant has procedures in place designed to fulfill the representa-
tions in the participant’s privacy policy and satisfy, at a min-
imum, the requirements of the self-regulatory program. Such 
certification must also indicate that the participant is in com-
pliance with the policy and the self-regulatory program’s re-
quirements. 
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(3) The program requires each participant to obtain written 
verification of each written certification required from a cer-
tified independent verification organization or provide suffi-
cient information to the program to enable the program reason-
ably to conclude the certification is materially accurate. This 
provision creates an added check on the credibility of partici-
pants in the safe harbor and benefits compliance by requiring 
an independent verification of an operator’s claim of compli-
ance. In the absence of such verification, the operator seeking 
to participate in the self-regulatory program must provide ‘‘suf-
ficient’’ (i.e. considerable and detailed) information so that the 
program itself can determine the operator’s compliance. 

(4) The program institutes a process to monitor, on an ongo-
ing basis, the continued eligibility of program participants to 
ensure compliance and discover violations of the self-regulatory 
program’s requirements. This process should include, but not 
be limited to, random audits of participants. 

(5) The program makes available to the public on the Inter-
net the results of audits, and violations of the program’s re-
quirements, excluding information that would reveal the iden-
tity of any complainant whose privacy was violated. Under sec-
tion 203(g), however, a self-regulatory program may not be lia-
ble to any person as a result of such publication unless it is 
found to have acted with malice or recklessness. 

(6) The program reports to the FTC as to violations of the 
program requirements and any determination that a partici-
pant has failed to comply with the program requirements after 
being afforded a reasonable opportunity to do so. This provi-
sion contemplates two reporting requirements. Any violation of 
the self-regulatory program guidelines would need to be re-
ported. In addition, if a participant is informed of its non-com-
pliance, and is given a reasonable opportunity to come into 
compliance but does not, the program would come under an ob-
ligation to report this type of non-compliance as well. 

(7) The program establishes requirements to assure its deter-
minations as to operators’ eligibility and compliance are made 
exclusively by persons who are independent of the operator or 
participant. 

Section 203(c) requires the FTC to publish a list of all violations 
reported to it by self-regulatory programs and independent 
verification organizations. In addition, the FTC is required to re-
evaluate its approval of each self-regulatory program at least once 
every two years. The Committee intends the FTC to exercise a com-
mon sense approach in this area. If a self-regulatory program ap-
pears to be objectively and effectively handling its responsibilities, 
the FTC might only review its approval of that program every two 
years. If, on the other hand, a self-regulatory program dem-
onstrates difficulty in complying with the requirements of this leg-
islation, or with overseeing compliance by participants with this 
legislation, then the FTC may be more aggressive in its review of 
its approval of that program. 

Under section 203(d), the FTC may certify an entity as an inde-
pendent verification organization. In doing so, the FTC is required 
to consider both the technical expertise and experience of a pro-
spective organization in providing assurance services. Entities eligi-
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ble for such certification may be an approved self-regulatory pro-
gram, provided that they are not selected to be an independent 
verification organization for participants that already participate in 
their self-regulatory program. This provision creates an added 
check on the credibility of participants in a safe harbor self-regu-
latory program and benefits compliance by requiring an inde-
pendent verification of a self-regulatory program’s determination 
that a participant is in fact complying with the program and this 
legislation. The FTC is also empowered by this subsection to ap-
prove any other entity as an independent verification organization 
provided the FTC is satisfied the entity provides assurance services 
and demonstrates it has the ability and knowledge to examine and 
evaluate the business practices of a participant or prospective par-
ticipant. For example, some professional accounting firms today 
perform audits of operators’ privacy policies. Such experience could 
qualify as satisfying the intent of this subsection. 

Section 203(e) requires the FTC to set up an 120-day application 
process, including an opportunity for public comment on the appli-
cation, for an entity seeking to become a self-regulatory organiza-
tion. Any FTC decision can be appealed in district court. 

Under section 203(f), an operator that willfully and falsely rep-
resents to the public that it is a participant in an approved self-
regulatory program shall be liable for a civil penalty of up to 
$50,000 for each such representation. The civil penalty imposed by 
this section may be recovered in an action brought by the FTC or 
any State attorney general. 

Section 204. Small Business Safe Harbor 
This section exempts from all the requirements of this legislation 

any entity: with annual gross revenues under $1,000,000; with 
fewer than 25 employees; that collects or uses personally identifi-
able information from fewer than 1,000 consumers per year for pur-
poses unrelated to a transaction with the consumer; that does not 
process personally identifiable information of consumers; and does 
not sell or disclose for consideration such information to another 
person. This section, offered as an amendment by Senator 
Brownback and adopted by voice vote in Committee, provides a 
common sense exemption for small businesses from the require-
ments of the legislation, which might prove more burdensome for 
them, while providing those businesses the incentive to avail them-
selves of the exemption by not processing, selling, or disclosing for 
consideration personally identifiable information. This section sup-
plements the section 104 exceptions which exempts operators from 
the legislation’s notice and consent requirements in those instances 
generally where the use of a user’s personally identifiable informa-
tion is solely to satisfy the request of a user. Section 204 adds to 
those exceptions for small businesses that only use information in 
such a fashion by further exempting them from the notice of policy
change, notice of privacy breach, access, and security requirements 
of the legislation found in sections 103, 105, and 106. 

Section 205. Private Rights of Action by Users 
This section supplements the enforcement of the provisions of 

title I by the FTC and the State attorneys generals by permitting 
users, in those instances in which a violation occurred involving 
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their sensitive personally identifiable information, to pursue an ac-
tion in court for both injunctive and economic relief. The approach 
outlined in this section tracks the approach utilized in the Tele-
phone Consumer Protection Act of 1991, which provides for a lim-
ited right of action for consumers aggrieved by violations of that 
statute. It will be difficult for the FTC and State attorneys general 
to police all potential violations of the legislation given the thou-
sands if not millions of operators that will be covered by the legis-
lation. Accordingly, a majority of the Committee believes it is es-
sential for effective enforcement to supplement those government-
sponsored actions with individual rights of action, which should 
serve as an added deterrent to operators considering violating the 
statute with respect to users’ sensitive personally identifiable infor-
mation. The availability of a right of action for individual users will 
also create a process that could benefit aggrieved citizens directly, 
through the recovery of monetary damages. 

Specifically, this section bifurcates the nature of violations and 
the statutory redress available to users aggrieved by violations of 
the legislation. First, in section 205(a), with respect to the more se-
rious violations involving sensitive personally identifiable informa-
tion—fraudulent notice or disclosure of that information—a user 
may bring an action in an appropriate State court where permitted 
by the laws or rules of a court of that State: (1) to enjoin the viola-
tion; (2) to recover actual monetary loss from the violation or re-
ceive up to $500 for each such violation, whichever is greater; or 
(3) both such actions. Second, under section 205(b), if a person is 
aggrieved by any other violation of title I not described above (e.g., 
unreasonable access or unreasonable security procedures not in-
volving disclosure), that person may have the same recourse except 
may not recover statutory damages of up to $500. In such an in-
stance, a user could bring an action, if otherwise permitted by the 
laws or rules of a court of a State, in an appropriate court of that 
State: to obtain injunctive relief or actual monetary loss with re-
spect to the violation, or both such actions. 

Subsection 205(c) provides operators an affirmative defense in 
any action brought under this section provided the defendant ei-
ther: (1) has established and implemented with due care reason-
able practices and procedures to ensure compliance with the re-
quirements of title I; or (2) is a participant in and is deemed by 
a self-regulatory program or certified independent verification orga-
nization to be in compliance with a self-regulatory program under 
section 203. 

Under section 205(d), the court is granted the discretion to in-
crease an award to a user to not more than 3 times the amount 
otherwise available under this section if the court finds that the de-
fendant willfully or knowingly violated title I. 

Section 206. Actions by States 
Section 206(a) permits any State attorney general to bring a civil 

action on behalf of residents of their State in a district court of the 
United States of appropriate jurisdiction with respect to any viola-
tion of title I that the State attorney general has reason to believe 
threatened or adversely affected an interest of residents of that 
State. The action may seek to: enjoin the violation; enforce compli-
ance with the legislation; obtain damage, restitution, or other com-
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pensation on behalf of residents; or obtain such other relief as the 
court may consider to be appropriate. This section requires an at-
torney general to provide prior written notice to the FTC and a 
copy of the complaint filed for any action brought pursuant to this 
section, unless the attorney general determines it is not feasible to 
provide the notice before filing. In such an instance, the attorney 
general shall provide contemporaneous notice to the FTC at the 
time of filing the action. 

Section 206(b) grants the FTC, upon receiving a notice of an ac-
tion under section 206(a), the right to intervene in the action, to 
be heard with respect to any matter that arises in the action, and 
to file a petition for appeal in the action. 

Section 206(c) clarifies that nothing in this subtitle should be 
construed to prevent an attorney general of a State from exercising 
State conferred powers to conduct investigations, administer oaths 
or affirmations, or compel the attendance of witnesses or the pro-
duction of documentary and other evidence. 

Under section 206(d), in any case in which the FTC institutes an 
action for violation of title I, no State may during the pendency of 
that action institute an action under section 206(a) against any de-
fendant named in the complaint for violation of that rule. 

Under section 206(e), any action brought under section 206(a) 
may be brought in a United States district court that meets appro-
priate venue requirements, and process may be served in any dis-
trict in which the defendant is an inhabitant or may be found. 

Section 207. Whistleblower Protection 
This section provides whistleblower protection for employees dis-

criminated against for reporting a violation of this legislation. The 
Committee believes generally that many privacy violations may 
occur without much awareness as people’s personal information 
may be shared without their consent, and without their knowledge. 
By providing whistleblower protection, the legislation would allow 
those in a better position to identify violations to report those viola-
tions and not suffer discrimination as a result. 

Generally, this section prohibits an operator from discharging, or 
otherwise discriminating against, an employee because that em-
ployee provided information to any Federal or State agency or to 
the Attorney General of the United States or any State regarding 
a violation of title I. An employee or former employee who believes 
he has been discharged or discriminated against in violation of this 
section may file a civil action in the appropriate U.S. district court, 
and is required to file a copy of that complaint with the appropriate 
Federal agency. If the court determines a violation has occurred, it 
may order the operator to reinstate the employee, pay compen-
satory damages, or take other appropriate actions to remedy any 
past discrimination. No employee may recover under this section
who deliberately caused or participated in the alleged violation or 
knowingly or recklessly provided substantially false information in 
alleging the complaint. 

Section 208. No Effect on Other Remedies 
The remedies provided by sections 205 and 206 are in addition 

to any other remedy available under any provision of law. 
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TITLE III—APPLICATION TO CONGRESS AND FEDERAL AGENCIES 

Section 301. Senate 
This section requires the Senate Sergeant at Arms to develop 

regulations setting forth an information security and electronic pri-
vacy policy governing use of the Internet by officers and employees 
of the Senate that meets the requirements of title I of this legisla-
tion. 

Section 302. Application to Federal Agencies 
This section clarifies that this legislation applies to each Federal 

agency that is an operator to the extent provided by section 2674 
of title 28, United States Code. However, this legislation does not 
apply to any Federal agency to the extent application would com-
promise law enforcement activities or the administration of any in-
vestigative, security, or safety operation conducted in accordance 
with Federal law. 

TITLE IV—MISCELLANEOUS 

Section 401. Definitions 
This section contains fifteen definitions necessary to implement 

and interpret the legislation. The legislation defines the following 
terms: (1) collect; (2) Commission; (3) cookie; (4) disclose; (5) Fed-
eral agency; (6) internal operations support; (7) Internet; (8) Inter-
net service provider, online service provider, website; (9) online; 
(10) operator of a commercial website; (11) personally identifiable 
information; (12) release; (13) robust notice; (14) sensitive financial 
information; and (15) sensitive personally identifiable information. 
While it is unnecessary to restate in this report each of the defini-
tions included in the legislation, some clarification of the Commit-
tee’s intent is provided below. 

(1) COLLECT.—With respect to the definition of ‘‘collect’’ in 
section 401, the Committee intends that this term will gen-
erally be interpreted consistent with the meaning of the term 
embodied in the FTC’s implementation of COPPA. However, as 
further reflected in the legislation, the Committee also intends 
that the temporary collection or storage of information by oper-
ators of public messaging services, such a message board, chat 
room, e-mail server, or instant messaging service, if tempo-
rarily collected and stored for the sole purpose of operating 
such public messaging service, shall not be deemed to rep-
resent a collection of personal information under this legisla-
tion. 

(2) ONLINE.—With respect to the definition of ‘‘online’’ in sec-
tion 401(9), the legislation defines ‘‘online’’ to refer to any ac-
tivity regulated by this legislation or 18 U.S.C. 2710 that is ‘‘ef-
fected by active or passive use of an Internet connection.’’ The 
use of the term ‘‘passive’’ to refer to an Internet connection is 
intended to capture only passive methods of data collection 
that occur while a subscriber is actually online. Thus, the term 
does not include services that provide access to content cached 
from the Internet that do not afford a live connection between 
the user and the Internet, and thus no opportunity for an oper-
ator to collect personally identifiable information about the 
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user. For example, interactive television services that do not 
involve such a live connection between a user and the Internet 
are not subject to the requirements of this legislation. 

(3) OPERATOR OF A COMMERCIAL WEBSITE.—While this term 
is defined as ‘‘any person with a commercial website’’, it is the 
Committee’s intent that the FTC shall not apply the provisions 
of the statute to non-commercial activities of the States or Ter-
ritories of the United States, or to the District of Columbia. 

(4) PERSONALLY IDENTIFIABLE INFORMATION.—Section 
401(11) sets forth categories of individually identifiable infor-
mation about an individual such as: a first and last name; a 
physical address; an e-mail address; a telephone number; a 
birth certificate number; any other identifier the FTC finds 
that would create a substantial likelihood of permitting the on-
line or physical contacting of a specific individual; or informa-
tion an operator combines with any of these prior identifiers. 
This subsection excludes, however, ‘‘inferential information’’ 
from the definition of personally identifiable information, 
meaning that information an operator infers or derives about 
an individual from data collected online is not within this legis-
lation’s definition of personally identifiable information. For ex-
ample, if a user purchases a series of books about diabetes, or 
visits a health site and researches diabetes, this does not cre-
ate personally identifiable information that the user has diabe-
tes, nor personally identifiable information that the user has 
any specific interests in diabetes, medicine, or health. Such in-
formation would be inferential only, and only the fact that the 
user examined these books or websites would be personally 
identifiable information. Thus, if the user provided his or her 
name and mailing address for purchasing books and processing 
research about diabetes, that name and address information by 
itself would be deemed ‘‘personally identifiable information’’ 
but the request would not be deemed to reveal ‘‘individually 
identifiable health information’’ under section 401(15)(A). Rath-
er, an online admission, statement, or communication that a 
user has diabetes would constitute such information. 

(5) ROBUST NOTICE.—Section 401(13) defines ‘‘robust notice’’ 
to mean actual notice at the point of collection of the person-
ally identifiable information describing briefly and succinctly 
the intent of the operator to use or disclose that information 
for marketing or other purposes. The Committee intends for 
this notice to provide a user a general level of information 
about the manner in which his or her personal information will 
be processed, if at all. Facts pertinent to such notice would in-
clude whether information will be shared with others for mar-
keting or other purposes unrelated to the purpose for which it 
was provided. Such notice should also include whether the op-
erator itself intends to use the information for marketing or 
other purposes unrelated to the purpose for which it was pro-
vided. One example of such notice is found at the website 
1800flowers.com and is excerpted below: 

‘‘As a registered member of 1-800-FLOWERS.COM you will 
be receiving promotional offers and materials from us and sites 
and companies we own. Please check the box below if you DO 
NOT want to receive such materials in the future and do not 
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wish us to provide personal information collected from you to 
third parties * * * In the alternative, you can utilize the pro-
cedures set forth in our Privacy Policy’’ (at which point a link 
to the complete policy is provided). 

Section 402. Effective Date of Title I 
This section states that title I of this legislation takes effect on 

the day after the date on which the FTC publishes a final rule 
under section 403. 

Section 403. FTC Rulemaking 
This section requires the FTC to initiate a rulemaking within 90 

days after enactment to develop regulations to implement title I. 
The FTC is required to complete the rulemaking within 270 days 
after its initiation. The Committee believes that a rulemaking by 
the expert agency is required on an issue as complex as Internet 
privacy. Such a proceeding will afford all interested parties—indus-
try operators, potential self-regulatory organizations, consumer 
groups, privacy advocates, academics, etc.—to participate and help 
craft governing rules to protect privacy online and provide business 
certainty as to what those rules will mean in practice. The Com-
mittee also notes that this mechanism was successfully utilized in 
implementing COPPA, which has been in effect for several years. 

Section 404. FTC Report 
This section requires the FTC to report to the Congress on out-

standing issues unresolved by the legislation which may require fu-
ture government action. The FTC is required to report to Congress 
18 months after the effective date of title I, and annually there-
after. These reports are to focus on: (1) whether the legislation is 
accomplishing the purposes for which it was enacted; (2) whether 
pro-privacy technology is being used in the marketplace to facilitate 
compliance with and administration of title I; (3) whether addi-
tional legislation is needed to accomplish those purposes or improve 
the administration of the legislation; (4) whether and how the gov-
ernment could assist industry in developing standard online pri-
vacy notices that substantially comply with the notice requirements 
of section 102(a); and (5) whether additional legislation is nec-
essary or appropriate to regulate the privacy of personally identifi-
able information collected online before the effective date of title I. 
This section requires the FTC to initiate a notice of inquiry, within 
90 days after enactment, seeking public comment on these issues 
in preparation of its report. 

Section 405. Development of Automated Privacy Controls 
This section requires the National Institute of Standards and 

Technology to encourage and support the development of one or 
more computer programs, protocols, or other software, such as the 
P3P program, capable of being installed on computers or computer 
networks with Internet access that would reflect the user’s privacy
preferences for protecting personally identifiable information, with-
out requiring user intervention once activated. 
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TITLE V—OFFLINE PRIVACY 

Section 501. Collection, Use and Disclosure of Personally Identifi-
able Information Collected Offline 

This title, added to the bill in the Hollings amendment, in the 
nature of a substitute, is the cosponsors’ response to the concerns 
raised by many, primarily in the Internet industry, that it is unfair 
to regulate Internet privacy without requiring exactly the same 
rules for offline merchants and other marketplace participants that 
collect and trade in personally identifiable information. While this 
argument was not conclusive with respect to some prior statutes 
regulating privacy as new technologies emerged or discrete types of 
information warranted protection, there is some validity to the ar-
gument given the confluence of the online and offline marketplaces. 
However, the majority of the Committee believes that the two mar-
ketplaces are different, and the exact same approach to regulate 
privacy would not be feasible in each. For example, it may be more 
cumbersome to provide robust notice and an opportunity to opt 
out—exactly at the point information is collected—offline than it is 
online. Accordingly, this section requires the FTC to recommend, 
and ultimately develop, offline privacy rules similar to those re-
quired in this legislation for the Internet, but also provides the 
FTC the flexibility to implement rules that reflect the differences 
in the two marketplaces. Thus the FTC would be required to de-
velop rules that provide notice, opt-out and opt-in opportunities 
(depending on the sensitivity of the personally identifiable informa-
tion collected), and reasonable access and security requirements. 
But the FTC’s offline rules would not need to mirror precisely those 
it promulgates for the Internet. 

Specifically, section 501(a) requires the FTC to propose to Con-
gress detailed recommendations and proposed regulations for off-
line privacy no later than six months after enactment. Those rec-
ommendations and regulations are to apply to entities that engage 
in the collection of personally identifiable information, or employ 
methods involving, or other actions involving, the collection of per-
sonally identifiable information, that are not covered in this legisla-
tion. Moreover, those recommendations and regulations are to seek 
a level of protection for personally identifiable information collected 
offline similar to the level of protection provided by this legislation 
for personally identifiable information collected online. 

Section 501(b) requires the FTC recommendations and proposed 
regulations to address at least: how the fair information practices 
of notice, choice, access, security, and enforcement should apply to 
offline uses and disclosure of personally identifiable information; 
and the fines that should be established for violating requirements 
set forth under such proposed regulations. 

Section 501(c) provides Congress at least 12 months upon receipt 
of the FTC proposed rules to enact a law that establishes standards 
for offline privacy. However, if Congress fails to act within 18 
months after enactment of this legislation, then the FTC is re-
quired to promulgate final regulations within one month. Any regu-
lation promulgated in such fashion shall supersede State law to the 
same extent as this legislation provides for preemption of State and 
local Internet privacy statutes, rules, and regulations. 
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ROLLCALL VOTES IN COMMITTEE 

In accordance with paragraph 7(c) of rule XXVI of the Standing 
Rules of the Senate, the Committee provides the following descrip-
tion of the record votes during its consideration of S. 2201: 

Senator McCain offered an amendment, to the amendment (in 
the nature of a substitute) offered by Senator Hollings, to ensure 
that equal obligations are imposed by law on the collection, use, 
and disclosure of personally identifiable information online and by 
any other means and to suspend enforcement of the Act until such 
time. By rollcall vote of 9 yeas and 14 nays as follows, the amend-
ment was defeated:

YEAS—9 NAYS—14

Mr. McCain Mr. Hollings 
Mr. Lott1 Mr. Inouye1

Mrs. Hutchison1 Mr. Rockefeller1

Ms. Snowe Mr. Kerry1

Mr. Brownback Mr. Breaux 
Mr. Smith Mr. Dorgan 
Mr. Fitzgerald1 Mr. Wyden 
Mr. Ensign1 Mr. Cleland 
Mr. Allen Mrs. Boxer 

Mr. Edwards 
Mrs. Carnahan1

Mr. Nelson 
Mr. Stevens 
Mr. Burns

1By proxy

Senator Brownback offered an amendment, to the amendment (in 
the nature of a substitute) offered by Senator Hollings, to provide 
for reasonable network security procedures. By rollcall vote of 9 
yeas and 14 nays as follows, the amendment was defeated:

YEAS—9 NAYS—14

Mr. McCain Mr. Hollings 
Mr. Lott Mr. Inouye1

Mrs. Hutchison Mr. Rockefeller1

Ms. Snowe Mr. Kerry1

Mr. Brownback Mr. Breaux1

Mr. Smith Mr. Dorgan 
Mr. Fitzgerald1 Mr. Wyden 
Mr. Ensign1 Mr. Cleland 
Mr. Allen Mrs. Boxer 

Mr. Edwards1

Mrs. Carnahan1

Mr. Nelson 
Mr. Stevens 
Mr. Burns

1By proxy

Senator Allen offered an amendment, to the amendment (in the 
nature of a substitute) offered by Senator Hollings, to revise the 
private right-of-action provisions. By rollcall vote of 8 yeas and 15 
nays as follows, the amendment was defeated:
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YEAS—8 NAYS—15
Mr. McCain Mr. Hollings 
Mr. Lott Mr. Inouye1

Mrs. Hutchison Mr. Rockefeller1

Ms. Snowe Mr. Kerry1

Mr. Brownback1 Mr. Breaux1

Mr. Fitzgerald1 Mr. Dorgan 
Mr. Ensign1 Mr. Wyden 
Mr. Allen Mr. Cleland 

Mrs. Boxer 
Mr. Edwards1

Mrs. Carnahan1

Mr. Nelson 
Mr. Stevens 
Mr. Burns 
Mr. Smith

1By proxy

Senator Allen offered an amendment, to the amendment (in the 
nature of a substitute) offered by Senator Hollings, to provide that 
it is not a violation of title of the Act to collect, use, or disclose per-
sonal information in compliance with other Federal laws governing 
privacy. By rollcall vote of 8 yeas and 14 nays as follows, the 
amendment was defeated:

YEAS—8 NAYS—14
Mr. McCain Mr. Hollings 
Mr. Lott Mr. Inouye1

Mrs. Hutchison Mr. Rockefeller1

Ms. Snowe Mr. Kerry1

Mr. Brownback1 Mr. Breaux 
Mr. Smith Mr. Dorgan 
Mr. Ensign1 Mr. Wyden 
Mr. Allen Mr. Cleland 

Mrs. Boxer 
Mr. Edwards1

Mrs. Carnahan1

Mr. Nelson 
Mr. Stevens1

Mr. Burns
1By proxy

Senator Allen offered an amendment, to the amendment (in the 
nature of a substitute) offered by Senator Hollings, to broaden the 
pre-emption of State laws, rules, and regulations. By rollcall vote 
of 9 yeas and 14 nays as follows, the amendment was defeated:

YEAS—9 NAYS—14
Mr. McCain Mr. Hollings 
Mr. Lott1 Mr. Inouye1

Mrs. Hutchison Mr. Rockefeller1

Ms. Snowe Mr. Kerry1

Mr. Brownback1 Mr. Breaux 
Mr. Smith Mr. Dorgan1

Mr. Fitzgerald1 Mr. Wyden 
Mr. Ensign1 Mr. Cleland 
Mr. Allen Mrs. Boxer 
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Mr. Edwards1

Mrs. Carnahan1

Mr. Nelson 
Mr. Stevens1

Mr. Burns
1By proxy

By rollcall vote of 15 yeas and 8 nays as follows, the bill was or-
dered reported with an amendment in the nature of a substitute:

YEAS—15 NAYS—8
Mr. Hollings Mr. McCain1

Mr. Inouye Mr. Lott1

Mr. Rockefeller Mrs. Hutchison1

Mr. Kerry Ms. Snowe1

Mr. Breaux Mr. Brownback1

Mr. Dorgan1 Mr. Fitzgerald1

Mr. Wyden Mr. Ensign1

Mr. Cleland Mr. Allen 
Mrs. Boxer 
Mr. Edwards1

Mrs. Carnahan 
Mr. Nelson 
Mr. Stevens 
Mr. Burns 
Mr. Smith

1By proxy
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MINORITY VIEWS OF SENATORS MCCAIN, BROWNBACK, 
AND ALLEN 

We strongly support the right of American consumers to protect 
their personal information from misuse and unauthorized disclo-
sure by businesses and other organizations that collect such infor-
mation, whether they collect and use it online or in the traditional 
offline marketplace. Over the past five years, the market has pro-
duced impressive advances in technology that help protect con-
sumer privacy. These technological advances are all evidence of a 
burgeoning market for pro-privacy solutions in response to con-
sumer demand. We continue to support investment and innovation 
in this competitive marketplace for better privacy protections, and 
encourage industry efforts to develop more advanced privacy tools 
that benefit consumers. 

We also commend the Federal Trade Commission’s increased ef-
forts during this Congressional session to protect the privacy of the 
American consumer. Chairman Muris’s newly created Privacy Task 
Force, the FTC’s commitment of 50% more resources this fiscal 
year to enforcing existing Federal privacy laws, and the Commis-
sion staff’s continued daily monitoring and pursuit of unfair and 
deceptive practices demonstrate the FTC’s conviction to strictly en-
force the myriad of privacy laws under its jurisdiction. 

While we support the FTC’s efforts to improve the protection of 
consumer privacy, commend advances in industry self-regulation 
and encourage the development of technological tools, we also be-
lieve that legislation in this area may be warranted. However, we 
cannot support S. 2201 as reported by the Committee. Although the 
cosponsors of S. 2201 may share some of our privacy goals, we fun-
damentally disagree with their legislative approach and oppose 
passage of the bill over a number of important principles. 

While well-intentioned, S. 2201’s approach is over-regulatory, its 
disparate impact on online businesses is unjustified, and its failure 
to reconcile its provisions with existing Federal privacy laws ren-
ders it administratively unworkable. If enacted as reported, this 
bill would endorse discriminatory treatment of one segment of in-
dustry by first requiring the FTC to implement privacy regulations 
only for those entities that have an online presence. The cosponsors 
amended S. 2201 during the executive session to call for ‘‘similar’’ 
regulation of offline businesses at a later date. We believe, how-
ever, that in any privacy legislation, Congress must simultaneously 
impose equal obligations on entities wherever their collection of 
personal information and potential misuse or unauthorized disclo-
sure may occur, whether online or offline. Finally, the private right 
of action created in this legislation is an unnecessary enforcement 
mechanism that would create a greater risk of abuse to be borne 
by industry—particularly where S. 2201 would present conflicting 
obligations for companies that must comply with other Federal pri-
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vacy laws—without providing any proven, increased consumer pro-
tection. 

Three of the five Federal Trade Commissioners, including Chair-
man Muris, agree that S. 2201 is unworkable. Chairman Muris 
cautions that Congress needs better information about crafting ef-
fective legislation to accomplish its privacy goals, and better anal-
yses of the costs and benefits such legislation would produce. Addi-
tionally, four of the five Commissioners question the fairness and 
practicality of S. 2201’s limited application to online information 
practices, simply based on the medium used to collect information, 
when the collection and use of personally identifiable information 
is also widespread offline. The comments of each of the five FTC 
Commissioners on the principal features of S. 2201 were provided 
in separate letters dated April 24, 2002, in response to an inquiry 
by Senator McCain. The Commissioners’ letters are reprinted 
(without attachments) at the end of these Minority Views. 

Although the cosponsors of S. 2201 claim that the manager’s 
amendment adopted in the executive session addressed the con-
cerns raised by members of the Committee and the FTC, we re-
spectfully disagree. The bill’s amendments adopted at the executive 
session fall far short of addressing its fundamental problems. Were 
it to be enacted as reported, S. 2201 would impose enormous costs 
on American industry, and with it the national economy, without 
ensuring equal or greater offsetting benefits to American citizens. 

BACKGROUND: CONSUMER PRIVACY IN 2002

This Committee Report provides a detailed history of the online 
privacy debate, beginning with the foundations of privacy rights in 
our courts and surveying the movement of the issue over the past 
five years. It summarizes consumer polls, e-commerce statistics, 
FTC surveys and reports to Congress, some dating back to 1997, 
as well as the legislative history beginning with the 106th Con-
gress. This background may be important to a thorough under-
standing of the issue, however, the sheer breadth of this history 
overemphasizes the past state of privacy issues by limiting discus-
sion of the most recent data on consumer privacy. This may leave 
the impression that the issues concerning consumer privacy legisla-
tion today, in 2002, are the same as they were in 1997. 

Much has changed, however, in the last five years. Congress has 
passed new privacy legislation regulating, among other things, 
health, medical and children’s information. The FTC has stepped 
up enforcement efforts and increased funding and technological ca-
pabilities to aid these efforts. Websites have overwhelmingly adopt-
ed privacy policies and improved consumer protections. Techno-
logical tools such as firewalls and anonymous browsing services 
have been developed and are now readily available to consumers. 
The widespread collection and use of personal information offline 
has become better known to the public and, in many ways, has re-
markable similarities to online information practices. Most impor-
tantly, our national economy and way of commerce has changed 
dramatically, as evidenced by the growth of e-commerce and the 
public’s widespread use of the Internet. We must understand the 
privacy debate and review the goals and provisions of S. 2201 with-
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in today’s commercial environment, and S. 2201 must be justified 
on grounds applicable in 2002, not 1997. 

Many consumer surveys on information collection practices have 
been conducted over the past several years, and most Americans 
responding to them have indicated their concerns about the privacy 
of their personal information. Until recently, however, the results 
of these polls were often unclear about the exact nature of con-
sumers’ concerns and what they believed should be done to address 
them. A February 2002 survey conducted by Harris Interactive, en-
titled ‘‘Privacy On and Off the Internet: What Consumers Want,’’ 
was designed to more closely explore consumers’ attitudes regard-
ing the handling of consumer information online and offline. The 
Harris poll found that consumers are most concerned about compa-
nies sharing their personal information with other companies with-
out asking permission. However, the poll also found that more than 
half of those surveyed (58 percent) stated that, if they were con-
fident that a company—whether offline or online—really followed 
its privacy policies, they would be likely to recommend that com-
pany to friends and family. 

Increasingly, online and offline companies are responding to this 
growing consumer demand for better privacy protections. Although 
industries collecting and using consumer information online have, 
more often than not, opposed online privacy legislation, they argue 
that enforcement of existing privacy laws, coupled with self-regu-
latory measures, increased customer pressures and technological 
advancements have dramatically improved privacy protections for 
consumers. 

In an effort to determine the necessity of online privacy legisla-
tion and the adequacy of private industry efforts to protect con-
sumer privacy, the FTC began surveying Internet websites in 1995 
to determine the extent to which they posted privacy policies in-
forming consumers how they collected and used their information. 
As described in further detail in this Committee Report, the FTC 
completed two website surveys, in 1998 and 2000, and reported the 
results of these surveys and its conclusions to Congress in three 
annual reports during that time. 

In order to provide current data comparable to the FTC’s earlier 
studies, the Progress & Freedom Foundation (PFF) conducted a 
new survey in December 2001 which duplicated the previous meth-
odology used by the FTC. The results of this extensive online sur-
vey were released in March 2002 and remain the most current data 
available on the status of privacy protections online. Compared to 
the FTC’s 2000 survey, this latest survey found that the most pop-
ular websites are: collecting less personally identifiable information 
(decreasing from 96 percent in 2000 to 84 percent in 2001); using 
fewer third-party cookies to track surfing behavior across multiple 
websites (decreasing from 78 percent to 48 percent); providing more 
prominent and complete notices (nearly 100 percent of those sur-
veyed); providing consumers with more choice over the sharing of 
personally identifiable information with third parties (increasing 
from 77 percent to 93 percent); and increasingly offering a com-
bination of fair information practice elements, such as notice, 
choice, and security (sites providing all 3 rose from 63 percent to 
80 percent). Most importantly, the PFF survey found that 99 per-

VerDate Aug 1, 2002 04:54 Aug 07, 2002 Jkt 099010 PO 00000 Frm 00050 Fmt 6604 Sfmt 6604 E:\HR\OC\SR240.XXX pfrm15 PsN: SR240



49

cent of the 85 busiest websites had posted privacy policies, and 80 
percent of a random sample of websites had done so as well. Once 
a website has a stated privacy policy, the FTC can enforce a com-
pany’s compliance with it under the FTC’s traditional unfair and 
deceptive practices enforcement authority.

S. 2201 FAILS TO CREATE EQUAL OBLIGATIONS FOR ONLINE AND 
OFFLINE INFORMATION PRACTICES 

The most significant problem with S. 2201 is its disparate treat-
ment of information based on whether it is collected online or off-
line. Under this legislation, online providers of goods and services 
would be subject to more restrictive notice, consent, access, and se-
curity requirements than their offline counterparts when using 
similar consumer information for marketing and customer relation-
ship management. 

Information collection is not limited to the online world, and polls 
show that consumers are concerned about the privacy of their infor-
mation regardless of where or how it is collected. Consumers are 
right. There is no justification for treating consumer information 
collected online differently from the same information collected 
through other means, such as through offline credit card trans-
actions or mail-in warranty registration cards. Commenting on S. 
2201, FTC Chairman Muris explained that the ‘‘sources of informa-
tion that lead to our number one privacy complaint—ID theft—are 
frequently offline.’’ Commissioner Swindle further noted that, ‘‘Per-
haps the most glaring cost associated with the bill, and with any 
online-specific privacy legislation, is that it discriminates in favor 
of offline commerce. It is important to remember that electronic 
commerce currently constitutes a very small portion of all commer-
cial activity.’’ Imposing different obligations, and therefore different 
costs, on entities that do business online may very well inhibit the 
growth of e-commerce, thereby hurting consumers rather than 
helping them. 

Moreover, imposing unequal standards for online and offline in-
formation would create confusion for companies that collect per-
sonal information from both online and offline sources and then 
merge that data together in a single consumer data file. These com-
panies would be left with inconsistent legal obligations with respect 
to identical types of information and uncertainty as to which no-
tice, consent, access, and security requirements may apply to the 
merged data file. Disparate obligations based on the method of col-
lection could therefore require companies with any online presence 
to create and administer a two-tier privacy regime for the collection 
and maintenance of separately regulated data—an offline system 
subject to any applicable Federal or State privacy regulations (such 
as financial or healthcare privacy laws that typically do not dis-
criminate on the basis of the medium over which such information 
is collected, used, or disclosed) and an online system subject to the 
conflicting privacy requirements contained in S. 2201. 

Such a two-tiered system would be extremely costly and burden-
some to design, implement, and manage. As Commissioner Leary 
noted, businesses attempting to comply with S. 2201 and other 
laws applying different offline standards ‘‘would be required to dif-
ferentiate between online and offline information, as well as any 
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possible differences between the notice, choice, and security re-
quirements in the two regulatory schemes.’’ Indeed, the costs would 
undoubtedly force some companies to discontinue their online oper-
ations altogether. The potential impact to consumers of such costs 
would be great. Higher costs to businesses would likely be passed 
on to consumers in the form of more expensive goods and services, 
and e-commerce in general would suffer from less competition and 
the loss of valuable online services if companies cease or limit their 
online operations. Therefore, an ironic, unintended consequence of 
S. 2201 is that it provides a disincentive, rather than an incentive, 
for companies to increase online services and consumers to use the 
Internet and works against Congress’s efforts to promote the 
growth of the Internet and e-commerce. 

In light of the significantly higher administration and compliance 
costs associated with maintaining separate databases, some compa-
nies may consider whether maintaining any online presence at all 
means having one privacy compliance regime, as opposed to two. 
This would require these companies to subject all of their data col-
lection practices to S. 2201’s more restrictive notice, consent, ac-
cess, and security requirements (in those instances where it’s actu-
ally possible to comply with S. 2201 and the other laws’ require-
ments). A study released by Columbia University in January 2002, 
however, concluded that the increased costs imposed by a more re-
strictive opt-in consent requirement on financial industries alone 
(as would be required by S. 2201) ‘‘would take the form of higher 
interest rates for credit cards and mortgages, lost efficiencies in 
non-store retailing, lost donations to charitable organizations, and 
higher premiums for personal insurance policy-holders.’’ Such re-
sults may lead these companies to conclude there are competitive 
advantages to abandoning their online efforts entirely and under- 
pricing those who continue to maintain online presences under 
more restrictive information collection and use practices. 

In the background section of this Committee Report, the majority 
contends that Congress typically adopts medium-specific privacy 
laws when new technological media threaten consumers’ privacy. 
However, with the exception of the Children’s Online Privacy Pro-
tection Act of 1998 (COPPA), all other existing Federal privacy 
laws apply different standards based on the nature of the informa-
tion collected, not on the nature of the medium. For example, the 
Cable Communications Policy Act of 1984 restricts some sharing of 
customers’ personally identifiable information, including their cable 
viewing habits, regardless of how it is collected. It is true that 
cable companies with ‘‘two-way’’ interactive systems could obtain 
viewing habit information through their cable medium, but the bill 
applies equally to ‘‘one-way’’ non-interactive cable programming 
providers that have no way of using the cable medium to collect 
viewing habits. While COPPA specifically addresses information 
collected over the Internet, it is a narrow exception that we are 
willing to tolerate to protect children online where, unlike the off-
line world, it is not apparent whether their parents are accom-
panying them. 

The substitute amendment adopted by the Committee added title 
V to the bill, which would set in motion a process to adopt rules 
at a later time that would provide protection ‘‘similar to that pro-
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vided under this Act’’ to information collected offline. Requiring 
only that the FTC ensure that the privacy standards for online and 
offline collection be ‘‘similar,’’ however, is insufficient to ensure 
nondiscrimination. Moreover, the new title establishes a separate 
proceeding subject to a separate schedule for separate implementa-
tion. A process that considers online and offline information sepa-
rately is purely cosmetic, and destined to lead to unequal results. 
In order to implement privacy regulations equally online and off-
line, regulators must simultaneously analyze and determine which 
notice, consent, access, and security requirements can be effectively 
implemented in both settings. By separating the implementation 
schedules, however, S. 2201 would require the FTC to implement 
online regulations without knowing whether or how those same 
regulations could later be implemented offline, thereby ensuring 
disparate treatment of information collected online for at least 
some time, and potentially until previously adopted online regula-
tions that will not work offline are later repealed or rewritten. 

Unfortunately, attempts to resolve the inequities of S. 2201 
through adoption of a manager’s amendment fell far short. Al-
though we are not anxious to delay the enforcement of any privacy 
protections for American consumers, we are not willing to let un-
fair and unequal application of the law be the price we pay for our 
haste. 

S. 2201 PERMITS PRIVATE RIGHTS OF ACTION THAT MAY RESULT IN 
FRIVILOUS CLASS-ACTION LAWSUITS 

As reported, S. 2201 permits private rights of action for collec-
tion, use or disclosures of sensitive personal information in viola-
tion of any provision of title I of the bill, even in the case of inad-
vertent disclosures where no harm has resulted. The bill would 
award successful plaintiffs the greater of any actual monetary 
harm or $500 for each violation. This private right of action, par-
ticularly the threat of class action law suits from it, would prove 
enormously costly for the industries it affects—a result that would 
be bad for businesses and bad for consumers who, as a result, 
would face higher prices for goods and services from passed-on 
legal costs. 

The potential for abuse of the private right of action is greatly 
enhanced by the uncertain interaction between this legislation and 
other Federal privacy laws. S. 2201 fails to harmonize many of its 
privacy provisions with a myriad of existing Federal privacy laws, 
particularly the Health Insurance Portability and Accountability 
Act of 1996 (HIPAA) and the Financial Services Modernization Act 
of 1999 (commonly referred to as the Gramm-Leach-Bliley Act or 
GLBA), which cover the healthcare and financial services indus-
tries, respectively. For example, healthcare and financial services 
companies complying in every way with the notice, consent, access, 
and security requirements of HIPAA and GLBA may nonetheless 
be in violation of S. 2201’s differing requirements in those areas. 
Additionally, many provisions of S. 2201 would directly conflict 
with provisions in HIPAA and GLBA, leaving healthcare and finan-
cial services companies that are subject to both S. 2201 and their 
own industry-specific privacy law unable to legally comply with 
both. Legal ambiguity coupled with a private right of action is a 
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trial lawyer’s dream. Given the conflicting obligations this bill 
would create for these industries, S. 2201’s private right of action 
would virtually ensure that class-action litigation would come down 
on multi-billion dollar corporations that would face inconsistent
laws and therefore be subject to privacy violations on the very day 
that rules became effective under this Act. 

Proponents of private rights of action claim that they are nec-
essary for their deterrent effect on bad actors. It is likely, however, 
that they do nothing to stop bad actors, but do everything to put 
at risk good actors who might happen to have deeper pockets. Bad 
actors are those that deliberately choose to violate the law, and 
may include disreputable companies operating outside the country 
or intentionally disguising their whereabouts to avoid detection. 
Threats of lawsuits in the United States will not deter such actors 
operating on a global stage that are intentionally skirting our and 
other nations’ privacy laws. 

Congress has passed many Federal privacy laws without private 
rights of action, including HIPAA, COPPA, and GLBA, three of the 
most significant privacy statutes passed in recent years. If Con-
gress found it unnecessary to include a private right of action in 
legislation dealing directly with classes of highly sensitive informa-
tion such as detailed healthcare and financial records, then it is 
unclear why a private right of action should be included in S. 2201 
for broader-based regulation of health and financial information. 
The Committee has seen no evidence indicating that the enforce-
ment mechanisms mandated by these privacy laws are so inad-
equate for ensuring compliance with their provisions that they 
must be supplemented with private rights of action. We should not 
forget that many of the most egregious examples of privacy abuses 
often mentioned in our debates—such as Eli Lilly and Company’s 
inadvertent e-mail disclosure of several hundred Prozac customers’ 
identities are already illegal acts under section 5 of the FTC Act, 
which makes ‘‘unfair or deceptive acts or practices in or affecting 
commerce,’’ including breaches of corporate privacy policies, unlaw-
ful. As it demonstrated in its vigorous investigation of Eli Lilly, the 
FTC should continue to aggressively pursue privacy violations 
under our extensive framework of existing federal privacy laws. 
Unless it is shown that the FTC and State attorneys general are 
unable to properly enforce S. 2201, we should avoid opening the 
door to potential abuses such as frivolous class-action lawsuits. 

Ironically, the private right of action included in this bill may en-
courage more consumer data collection than would otherwise occur. 
Companies will be forced to record and retain information on every 
consumer interaction to prepare themselves to defend against po-
tentially frivolous law suits. The record for each such interaction 
would have to include proof that the company offered notice to the 
consumer, offered an opt-in or opt-out, and responded to each ac-
cess request. 

Another unintended consequence of S. 2201’s private right of ac-
tion is that it could increase the complexity of consumer notices. 
Some consumer advocates have argued that the notices distributed 
pursuant to GLBA were confusing and inadequately informed con-
sumers of their choices regarding the sharing of their financial in-
formation. Yet, these notices were not even written with a defense 
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to private rights of action in mind. As Commissioner Swindle ex-
plained, some of the difficulty in complying with GLBA’s notice re-
quirements was due to the ‘‘challenge of communicating complex 
information to consumers,’’ and the same challenge would also 
apply to S. 2201’s notice and consent provisions. While it is very 
important that consumers have clearer and more concise notices, if 
companies must put their privacy policies to a jury, we can be sure 
that lawyers will draft them with an eye toward litigation and not 
intelligibility. S. 2201 may therefore exacerbate the very consumer 
confusion regarding notices that it seeks to remedy. 

The majority of businesses covered under S. 2201’s private right 
of action, including all financial services institutions and 
healthcare entities, are already subject to separate privacy regula-
tions and separate enforcement regimes of GLBA and HIPAA. 
Passing S. 2201 into law would therefore create a huge and unnec-
essary new source of class-action litigation with no corresponding 
privacy benefits to consumers. 

S. 2201 CONFLICTS WITH EXISTING FEDERAL PRIVACY LAWS 

The bill leaves unanswered the complex policy question of how 
to superimpose a new, broad-based law for privacy practices on top 
of the sector-by-sector Federal privacy regime that exists today. 
Many industries’ information practices are now separately regu-
lated by one or more of over 20 Federal privacy laws, such as the 
healthcare industry under HIPAA, the financial services industry 
under GLBA, and the credit reporting industry under the Fair 
Credit Reporting Act of 1970 (FCRA). Any attempt to superimpose 
broad privacy regulations that would apply to only the online infor-
mation practices of all industries is an extraordinarily complicated 
task. To be done effectively, it would require the coordination and 
cooperation of many Federal agencies to implement identical rules, 
each within its own regulatory schemes, in order to create a single 
Federal standard across the industries over which the agencies 
have jurisdiction. The bill fails to do this. 

Because S. 2201 does not provide complete harmonization with 
the numerous Federal privacy laws that already protect the privacy 
of individuals, there remain very significant practical challenges to 
implementing S. 2201 in its current form. Care must be taken to 
consider the effects of this bill on existing laws, particularly if its 
enactment would create ambiguous or conflicting requirements for 
businesses and greater confusion for consumers. Unfortunately, the 
record in Committee illustrates the numerous ways in which S. 
2201 creates inconsistent obligations for healthcare and financial 
services companies. 

A healthcare provider or health plan subject to both HIPAA and 
S. 2201 would be required by S. 2201 to make available informa-
tion to users under circumstances in which HIPAA does not entitle 
an individual to access such information, such as when the infor-
mation is reasonably likely to endanger the life or safety of the in-
dividual or a third party. Additionally, S. 2201 allows a consumer 
to revoke consent for the use and disclosure of personal informa-
tion. Yet in implementing HIPAA, regulators eliminated a similar 
provision after discovering that such a rule was unworkable and 
potentially harmful to patient care. For example, a patient’s pre-
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scription drug information may be needed in the future to warn 
that individual about a potentially fatal adverse drug reaction. Yet, 
patients that revoke consent over the downstream uses of their pre-
scription drug information (as would be permitted under S. 2201)
may endanger their lives by preventing healthcare providers from 
using the information in their records to warn them of life-threat-
ening drug interactions. 

With respect to financial information, S. 2201 applies entirely 
different consumer consent requirements than GLBA. S. 2201 re-
quires affirmative prior consent, or an opt-in, for the collection, use, 
or disclosure of information, whereas GLBA requires an opt-out. 
Such a result leaves companies no choice but to knowingly violate 
one of the laws to which they are subject. Even where S. 2201 and 
GLBA appear on their face to require similar consumer notices, 
there are significant inconsistencies between the online notice re-
quirements of this bill and the requirements applying both online 
and offline under GLBA. As a result, industry representatives con-
tend that it’s not clear that a single notice sent by a financial insti-
tution could satisfy both requirements. Financial services compa-
nies would therefore be left with choosing the lesser evil of either 
incurring the costs of sending two separate and differently worded 
notices to the same customer (an exercise likely to lead to increased 
consumer confusion), or risk potentially more- costly litigation for 
technically violating S. 2201’s notice provisions despite their good 
faith efforts to comply with two inconsistent and conflicting laws. 

S. 2201 FAILS TO ADQUATELY PREEMPT STATE PRIVACY LAWS 

A fundamental function of Federal privacy legislation should be 
preemption of multiple and inconsistent State privacy laws in order 
to create more regulatory certainty for businesses and correspond-
ingly less confusion for consumers. S. 2201 fails to do this. By not 
preempting State common law, S. 2201 does not adequately pre-
clude private lawsuits based on existing State common law rights 
of action, which may impose duties upon companies not con-
templated by S. 2201 or even at odds with those mandated by the 
bill. 

As reported, S. 2201 requires that its provisions supersede any 
State statutes, regulations, or rules regulating ‘‘Internet privacy.’’ 
It does not mention State privacy laws that may cover businesses 
in both their online and offline information practices. The effect of 
S. 2201’s preemption provisions on these other laws is therefore un-
clear. In particular, financial services and healthcare providers 
may face potentially inconsistent privacy provisions in States with 
financial services and medical privacy laws that do not distinguish 
between online and offline collection of information. 

S. 2201 FAILS TO DEFINE REASONABLE ACCESS AND SECURITY 
STANDARDS 

S. 2201 would create broad standards by which companies col-
lecting personal information online must give users ‘‘reasonable ac-
cess’’ to that information and establish ‘‘reasonable procedures nec-
essary’’ to ensure the security and integrity of consumer informa-
tion they maintain. While these undefined terms would require ex-
tensive FTC clarification in a rulemaking, S. 2201 fails to provide 
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any legislative guidance. As Chairman Muris explained, ‘‘The stat-
ute is silent, for example, on how to balance the benefits of conven-
ient customer access to their information with the inherent risks 
to security that greater access would create. The FTC has no an-
swer to this conundrum.’’ Indeed, the FTC had previously assem-
bled numerous privacy experts, including industry representatives, 
consumer advocates and academics, to specifically examine how to 
implement access and security requirements in privacy legislation. 
This Advisory Committee on Access and Security reported to the 
FTC in 2000 that it could not reach consensus on how to craft 
workable rules to implement such provisions. 

S. 2201’s extensive access requirements could cause companies 
that traditionally do not provide access to incur significant data 
system restructuring costs in order to provide that information to 
consumers who request it. This is particularly a concern for the fi-
nancial services industry where sensitive account and transactional 
information is decentralized across multiple databases, some of 
which is constantly being processed for transactions. Likewise, oth-
ers have raised security concerns particularly with respect to com-
panies that would not otherwise create or retain consumer profiles 
searchable by name or other types of personal information. As 
noted above, S. 2201’s access obligations may even conflict with ex-
isting restrictions on access in other privacy laws, such as HIPAA. 
Additionally, since the private right of action would apply to viola-
tions of the access and security provisions of S. 2201, some indus-
try representatives have suggested that a company acting in good 
faith may still not easily escape liability as it sought to find the 
right balance between access and security. 

While the benefits of information security practices have never 
been the subject of debate, there remains a question of whether we 
need to legislate specific standards for them. Strong business incen-
tives already exist for companies to provide heightened security for 
information they collect, particularly in their online operations. If 
a company’s online systems were infiltrated or ‘‘hacked,’’ and per-
sonal information held by them stolen, consumers would lose con-
fidence in their business services and these companies would likely 
have difficulty staying in business if such lapses in security were 
significant or persistent. The difficulty in defining reasonable on-
line security standards in legislation is that often the definitions of 
‘‘reasonable’’ turn on the fact of whether a security system pre-
vented an intrusion or not, regardless of how much effort and cost 
was expended by the company designing and maintaining state-of-
the-art security for its website. 

Recognizing the difficulties in creating security standards, S. 
2201 at the very least should provide better guidance to the FTC 
on what is ‘‘reasonable.’’ A proposed solution that failed during the 
executive session would be to define reasonable according to the 
best of current industry practices on security. This approach would 
base reasonableness on the level of internal security mechanisms 
maintained by a company rather than the fact of whether a breach 
in a company’s online system has occurred. As the discussion in the 
executive session illustrated, if reasonable is merely determined on 
the basis of whether a breach in security could occur, this would 
make companies strictly liable for the slightest of security 
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breaches, regardless of the level of security mechanisms main-
tained, since any breach would be considered ‘‘unreasonable.’’ Such 
a standard would ultimately result in endless litigation every time 
a hacker seeks to prove that the latest in security technology has 
met its match. 

CONCLUDING MINORITY VIEWS 

Protecting the privacy of Americans is of the highest importance, 
but S. 2201’s approach to achieving that important goal is signifi-
cantly flawed. S. 2201 will never achieve its intended purposes of 
improving consumer privacy protection if its major problems are 
left unresolved.

JOHN MCCAIN.
SAM BROWNBACK.
GEORGE ALLEN.
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1 There may be areas in which new legislation is appropriate to address a specific privacy 
issue. This letter addresses my concerns about broad, general legislation governing online pri-
vacy issues. 

LETTERS OF FEDERAL TRADE COMMISSIONERS 

FEDERAL TRADE COMMISSION, 
Washington, DC, April 24, 2002. 

Hon. JOHN MCCAIN, 
Committee on Commerce, Science, and Transportation, 
U.S. Senate, Washington, DC. 

DEAR SENATOR MCCAIN: Thank you for your letter of April 19, 
2002, requesting my views on S. 2201, the Online Personal Privacy 
Act. 

Personal privacy issues are a key priority at the Commission. Be-
cause a variety of practices can have negative consequences, con-
sumer concerns about privacy are strong and justified. Avoiding 
these consequences requires a strong law enforcement presence, 
and we have increased by 50 percent FTC resources targeted to ad-
dressing privacy problems. Our agenda includes: 

A proposed rulemaking to establish a national, do not call 
registry; 

Greater efforts to enforce both online and offline privacy 
promises; 

Beefed up enforcement against deceptive spam; 
A new emphasis on assuming information security; 
Putting a stop of pretexting; 
Increased enforcement of the Children’s Online Privacy Pro-

tection Act; and 
New initiatives to both help victims of I.D. theft and assist 

criminal prosecution of this crime. 
The concerns about privacy that motivate our enforcement agen-

da have led others, including many members of Congress, to pro-
pose new laws, such as S. 2201, the Online Personal Privacy Act. 
There are potential benefits from general privacy legislation. If 
such legislation could establish a clear set of workable rules about 
how personal information is used, then it might increase consumer 
confidence in the Internet. Moreover, federal legislation could help 
ensure consistent regulation of privacy practices across the 50 
states. Although we should consider fully alternative methods to 
protect consumer privacy and to reduce the potential for misuse of 
consumers’ information, enactment of this of general legislation is 
currently unwarranted.1 

Five points underscore my concern about general, online privacy 
legislation: 

1. Drafting workable legislative and regulatory standards is ex-
traordinarily difficult. 
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2 I am unaware of any evidence that the passage of GLB increased consumer confidence in 
the privacy of their financial information. In contrast to GLB’s notice requirements, certain GLB 
provisions targeting specific practices have directly aided consumer privacy. For example, the 
law prohibits financial institutions from selling lists of account numbers for marketing purposes, 
and makes it illegal for third parties to use false statements (‘‘pretexting’’) to obtain customer 
information from financial institutions in most instances. 

3 The Committee’s Final Report is available at www.ftc.gov/acoas/papers/finalreport.htm.

The recently-enacted Gramm-Leach-Bliley Act (‘‘GLB’’), which 
applies only to financial institutions, required the multiple mail-
ings of over a billion privacy notices to consumers with little cur-
rent evidence of benefit.2 Our experience with GLB privacy notices 
should give one great pause about whether we know enough to im-
plement effectively broad-based legislation, even if it was limited to 
notices. 

Unlike GLB, the proposed legislation deals with a wide variety 
of very different businesses, ranging from the websites of local re-
tailers whose sales cross state lines to the largest Internet service 
providers in the world. Thus, implementation of its notice require-
ment will likely be even more complicated. 

Moreover, the legislation adds requirements for access not found 
in GLB. The recommendations of the FTC’s Advisory Committee on 
Online Access and Security make clear that no consensus exists 
about how to implement this principle on a broad scale.3 Perhaps 
reflecting these same concerns, S. 2201 grants the FTC broad rule-
making authority. The only legislative guidance is the requirement 
that the procedures be reasonable. The statute is silent, for exam-
ple, on how to balance the benefits to convenient customer access 
to their information with the inherent risks to security that greater 
access would create. The FTC has no answer to this conundrum. 
We do not know how to draft a workable rule to assure that con-
sumers’ privacy is not put at risk through unauthorized access. 

The inherent complexity of general privacy legislation raises 
many difficulties even with provisions that are conceptually attrac-
tive in the abstract. For example, the proposed legislation imposes 
different requirements on businesses based on whether they collect 
‘‘sensitive’’ or ‘‘nonsensitive’’ personal information. Although this 
may be a conceptually sound approach, we have no practical expe-
rience in implementing it, and attempting to draw such distinctions 
appears fraught with difficulty, both in drafting regulations and as-
suring business compliance. Under the statute, for example, the 
fact that I am a Republican is considered sensitive, but a list of 
books I buy and websites I visit are not. 

Similarly, the broad state preemption provision would provide 
highly desirable national uniformity. Questions about the scope of 
preemption would inevitably arise, however. How would the pre-
emption provision affect, for example, state laws on the confiden-
tiality of attorney/client communications for attorneys using 
websites to increase their efficiency in dealing with their clients? 
Moreover, what are the implications for state common law invasion 
of privacy torts when the invasion of privacy occurs online? 

Another problem is that, except for provisions reconciling the 
provisions of this bill with the provisions of the Children’s Online 
Privacy Protection Act and certain provisions of the Federal Com-
munications Act, there are no provisions reconciling the proposed 
legislation with other important Federal privacy legislation. For ex-
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4 The Progress and Freedom Foundation recently released the results of its 2001 Privacy Sur-
vey, available at www.pff.org/pr/pr032702 privacy online.htm. 

ample, it is unclear how S. 2201’s requirement of notice and ‘‘opt-
in’’ choice for disclosure of financial information collected online 
would be reconciled with GLB’s notice and ‘‘opt-out’’ requirements 
for the same information. Nor is it clear whether a credit reporting 
agency’s use of a website to facilitate communications with its cus-
tomers would subject it to a separate set of notice, access, and secu-
rity requirements, beyond those already in the Fair Credit Report-
ing Act. 

I want to emphasize that I note these examples, not to criticize 
the drafting of the proposed legislation, but to illustrate the inher-
ent complexity of what it is trying to accomplish. 

2. The legislation would have a disparate impact on the online 
industry. 

Second, I am concerned about limiting general privacy legislation 
to online practices. Whatever the potential of the Internet, most ob-
servers recognize that information collection today is also wide-
spread offline. Legislation subjecting one set of competitors to dif-
ferent rules, simply based on the medium used to collect the infor-
mation, appears discriminatory. Indeed the sources of information 
that lead to our number one privacy complaint—ID Theft—are fre-
quently offline. Of course, applying the legislation offline would in-
crease the complexity of implementation, again underscoring the 
difficulties inherent in general privacy legislation. 

3. We have insufficient information about costs and benefits. 
Third, although we know consumers value their privacy, we 

know little about the cost of online privacy legislation to consumers 
or the online industry. Again, the experience under GLB indicates 
that the costs of notice alone can be substantial. Under S. 2001, 
these costs may be increased by the greater number of businesses 
that must comply, by uncertainty over which set of consent proce-
dures apply, and by the difficulty of implementing access and secu-
rity provisions. 

4. Rapid evolution of online industry and privacy programs is 
continuing. 

Fourth, the online industry is continuing to evolve rapidly. Re-
cent surveys show continued progress in providing privacy protec-
tion to consumers.4 Almost all (93 percent) of the most popular 
websites provide consumers with notice and choice regarding shar-
ing of information with third parties. Some of the practices of most 
concern to consumers, such as the use of third party cookies, have 
declined sharply. Moreover fewer businesses are collecting informa-
tion beyond email address. These changes demonstrate and reflect 
the more important form of choice: the decision consumers make in 
the marketplace regarding which businesses they will patronize. 
Those choices will drive businesses to adopt the privacy practices 
that consumers desire. 

Perhaps most important for the future of online privacy protec-
tion, 23 percent of the most popular sites have already imple-
mented the Platform for Privacy Preferences (P3P). This technology 
promises to alter the landscape for privacy disclosures substan-
tially. Microsoft has incorporated one implementation of P3P in its 
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5 Again, GLB is instructive. It was almost two years between the enactment of the statute 
and the effective date of the privacy rules promulgated thereunder. 

6 Fair Credit Reporting Act, 15 U.S.C. § 1681 (amended 9/30/96); Health Insurance Portability 
and Accountability Act, 42 U.S.C. § 1320 (enacted 8/21/98); Children’s Online Privacy Protection 
Act, 15 U.S.C. § 6501 (enacted 10/21/98); ID Theft Assumption & Deterrence Act, 18 U.S.C. 
§ 1028 (enacted 10/30/98); GLB, 15 U.S.C. § 6801 (enacted 11/12/99). Moreover, since 1996, the 
FTC has been applying its own statute to protect privacy. 

web browser; AT&T is testing another, broader implementation of 
this technology. By the time the Act’s disclosure regulations might 
reasonably take effect,5 the technological possibilities for wide-
spread disclosure may differ substantially. Although S. 2201 antici-
pates this development by requiring the National Institute of 
Standards to promote the development of P3P technology, legisla-
tion enacted now cannot take advantage of such nascent tech-
nology. Moreover, it may inadvertently reduce the incentives for 
businesses and consumers to adopt this technology if disclosures 
are required using other approaches. 

5. Diversion of resources from ongoing law enforcement and com-
pliance activities. 

Finally, there is a great deal the FTC and others can do under 
existing laws to protect consumers privacy. Indeed, since 1996, five 
new laws have had a substantial impact on privacy-related issues.6 
We should gain experience in implementing and enforcing these 
new laws before passing general legislation. Implementation of yet 
another new law will require both industry and government to 
focus their efforts on a myriad of new implementation and compli-
ance issues, thus displacing resources that might otherwise im-
prove existing privacy protection programs and enforce existing 
laws. Simply shifting more resources to privacy related matters 
will not, at least in the short term, correct this problem. The 
newly-assigned staff would need to develop the background nec-
essary to deal with these often complex issues. The same is likely 
true for business compliance with a new law. Without more experi-
ence, we should opt for the certain benefits of implementing our ag-
gressive agenda to protect consumer privacy, rather than the very 
significant effort of implementing new general legislation. 

Conclusion.—We share the desire to provide American consumers 
better privacy protection and to ensure that American businesses 
face consistent state and Federal standards when handling con-
sumer information. Nonetheless, we believe that enactment of this 
general online privacy legislation is premature at this time. We can 
better protect privacy by continuing aggressive enforcement of our 
current laws. 

Sincerely, 
TIMOTHY J. MURIS, 

Chairman. 

FEDERAL TRADE COMMISSION, 
Washington, DC, April 24, 2002. 
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1 Adkinson, William F. Jr., Jeffrey A Eisenach, Thomas M. Lenard, Privacy Online: A Report 
on the Information Practices and Policies of Commercial Web Sites. Washington, D.C.: Progress 
& Freedom Foundation (2002). Available at: <http://www.pff.org/publications/
privacyonlinefinalael.pdf>. 

2 Among the most popular 100 sites, the proportion collecting personal information fell from 
96% in 2000 to 84% in 2001. Similar to this finding, the proportion of those firms employing 
‘‘cookies’’ fell from 78% to 48% in the past year. 

Re S. 2201 (The Online Personal Privacy Act).
Hon. JOHN MCCAIN, 
Ranking Member, Committee on Commerce, Science, and Transpor-

tation, U.S. Senate, Washington, DC. 
DEAR SENATOR MCCAIN: I am pleased to provide my views on S. 

2201, the Online Personal Privacy Act, which was introduced by 
Chairman Hollings on April 18, 2002. Although I share the view 
of the sponsors of this legislation that privacy is important to 
American consumers, there has been no market failure that would 
justify the passage of legislation regulating privacy practices con-
cerning most types of information. Even if such a market failure 
exists, I am not persuaded that the benefits of such legislation, in-
cluding the proposed Online Personal Privacy Act, exceed its costs. 

Indeed, the best means of protecting consumer privacy without 
unduly burdening the New Economy is through a combination of 
industry self-regulation and aggressive enforcement of existing 
laws that are relevant to privacy by the FTC and other appropriate 
regulatory agencies. This approach is flexible enough to respond 
rapidly to technological change and to the tremendous insight we 
are gaining from the ongoing dialogue among government, indus-
try, and consumers on privacy issues. 

You have asked for my assessment of whether legislation is need-
ed. I believe legislation should be reserved for problems that the 
market cannot fix on its own. To my knowledge, there is no evi-
dence of a market failure with respect to online privacy practices, 
nor are there signs of impending market failure that would war-
rant burdensome legislation. As a result of a continuing and ener-
getic dialogue among industry, government and consumer rep-
resentatives, industry is stepping up to the plate and leading the 
way toward enhancing consumer privacy online. Flexible and effi-
cient privacy tools are increasingly addressing consumer concerns. 
Indeed, the evidence indicates that the market is responding to 
consumers’ concerns and demands about privacy.

A recent Progress and Freedom Foundation study 1 tells us that 
there has been a significant decline in the amount of personal in-
formation that websites are collecting from visitors.2 At the same 
time, there has been an increase in the voluntary adoption of pri-
vacy practices. The study indicates that privacy policies have be-
come more common and more consumer-friendly over the past year. 
In addition, the percentage of the most popular sites offering con-
sumers a choice whether their information can be shared with 
third parties increased from 77% in 2000 to 93% in 2001. The pri-
vacy-enabling technology, Platform for Privacy Preferences (P3P), 
is being deployed rapidly, and industry has generally become more 
responsive to the privacy concerns of consumers. 

These trends clearly demonstrate that the online marketplace is 
dynamic, and that firms are working hard to find the ‘‘right’’ pat-
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3 It is interesting to compare the growth of electronic commerce to the growth in the use of 
debit cards. Between 1988 and 1996, debit transactions slowly rose from virtually nothing to 
less than $50 billion annually. As consumers’ experience with these cards increased, however, 
debit card spending jumped to $300 billion in 2000. This massive growth in debit card trans-
actions was not caused by federal regulatory action, but resulted from consumers’ positive expe-
riences with the cards. 

tern for information management practices. In addition, the survey 
results show that the most frequently visited websites (and much 
of the Internet as a whole) have clearly recognized that information 
management policies and privacy practices are necessary parts of 
everyday business on the Internet. Consumers expect privacy pro-
tection and firms realize that it is to their competitive advantage 
to respond to customer expectations. To the extent that consumers 
have demanded privacy, these results show that the market had 
provided it. 

Contrary to arguments by proponents of legislation that con-
sumers’ privacy concerns are retarding the growth of electronic 
commerce, electronic commerce is growing rapidly without new pri-
vacy legislation. Online transaction have roughly doubled each year 
between 1997 and 1999, and annual consumer purchases have 
risen from roughly $5 billion in 1998 to $32 billion in 2001. Recent 
data on online holiday shopping are even more dramatic, rising 
from roughly $1 billion in 1997 to nearly $14 billion in 2001—a 
1300% increase. E-commerce thus is growing rapidly in the absence 
of new privacy regulation.3 

For many years now, it has been my understanding that Con-
gress seeks to weigh the costs and benefits of new legislation, with 
the goal of avoiding doing more harm than good. To my knowledge, 
there is no evidence concerning the costs associated with the pro-
posed legislation, nor an assessment of whether those costs are out-
weighed by the ill-defined economic benefits that might follow. I do 
not believe legislation should be adopted without careful consider-
ation of the problem it may create. 

Perhaps the most glaring cost associated with the bill, and with 
any online-specific privacy legislation, is that it discriminates in 
favor of offline commerce. It is important to remember that elec-
tronic commerce currently constitutes a very small portion of all 
commercial activity. It is difficult to understand drawing a distinc-
tion between offline and online privacy. I would suggest that it is 
likely that consumers share similar concerns in both situations. I 
believe it is essential to consider the costs and benefits of regu-
lating both online and offline privacy before any legislation is en-
acted. 

To evaluate other costs associated with the notice and choice re-
quirements of the Online Personal Privacy Act, the Commission’s 
experience with the Gramm-Leach-Bliley Act (GLB Act) is instruc-
tive. The GLB Act requires that financial institutions issue privacy 
notices to their customers and, in certain circumstances, provide 
them with the opportunity to opt out of disclosures of nonpublic 
personal information to nonaffiliated third parties. To comply with 
the GLB Act last year, firms incurred great expense in dissemi-
nating privacy notices, yet very few consumers opted out. Among 
the difficulties encountered in complying with GLB Act was the 
challenge of communicating complex information to consumers. In-
dustry would face these same challenges in communicating notice 
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4 In 1999, the Commission established an Advisory Committee on Online Access and Security 
to provide advice and recommendations to the Commission regarding implementation of reason-
able access and adequate security by domestic commercial websites. The Committee’s final re-
port to the Commission on May 15, 2000, described options for implementing reasonable access 
to, and adequate security for, personal information collected online and the advantages and dis-
advantages of each option. 

5 See In the Matter of Eli Lilly and Co., FTC File No. 012 3214 (consent agreement accepted, 
Jan. 17, 2002) (alleging that Eli Lilly unintentionally disclosed personal information collected 
from consumers by not taking appropriate steps to protect the confidentiality and security of 
that information). 

6 Under the proposed legislation, clickstream data, as collected by third-party cookies, are con-
sidered to be personally identifiable information to which consumers should have access. 

and choice in the online context, and a requirement to provide ‘‘ro-
bust’’ notice to consumers does little to solve these problems. It also 
would be difficult for static regulation to keep pace with tech-
nology. For example, regulation mandating notice provided on a 
website may be inapplicable to Web-enabled handheld devices, such 
as cell phones.

A requirement to provide ‘‘reasonable access and security’’ is dif-
ficult to define. In its May 2000 report, the Commission’s Advisory 
Committee on Online Access and Security was unable to reach con-
sensus as to the amount and type of access that should be provided 
to consumers.4 Given the complexity of this issue, I do not believe 
that it is a suitable topic for broad-based legislation or regulation. 
More important, the Commission already has the ability to address 
security breaches through the enforcement of existing statutes.5 

In addition, I am not aware of reliable information about the 
likely costs associated with providing access and, in particular, the 
costs of maintaining a clickstream database that could be easily ac-
cessible to consumers and easily altered.6 I therefore question 
whether the $3.00 fee allowed by S. 2201 for consumers to obtain 
access to their information would be sufficient to cover the expense. 
Although some firms—obviously the larger ones—might be able to 
absorb the costs associated with this access mandate, other firms 
might be unable to provide the service for a minimal fee and would 
be unable to continue business with their current model. This pos-
sibility seems terribly unfair to small business and harmful to com-
petition in electronic commerce. 

Finally, in an attempt to empower consumers, this legislation 
gives them a private right of action. While this measure is aimed 
at increasing compliance with the law, I fear that a private right 
of action may result in unintended consequences. More specifically, 
increased private litigation over information management policies 
may chill further innovation on the part of businesses that may 
fear that any change in their information management practices 
will be met with lawsuits. 

In summary, the electronic marketplace is still evolving. Industry 
and government have been working diligently to address con-
sumers’ privacy concerns. Businesses have made admirable 
progress over the past several years and have no intention of 
standing down. Industry leaders are directly involved in seeking so-
lutions to meet consumer demands and concerns. From a business 
standpoint, it just makes good sense. Now is not the time for the 
federal government to legislate and effectively halt progress on 
these self-regulatory efforts. New, complicated, and ambiguous 
laws will force innovation and investment to take a back seat to 
compliance and bureaucratic process. At the end of the day, we will 
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1 My previous statement on privacy issues are enclosed with this letter. 
2 The Commission also provides a forum for the exchange of views among outside individuals 

and groups. 

have made far less progress in finding solutions to privacy concerns 
than we would have if we had simply relied on government and 
private sector cooperation and market forces. 

Thank you for the opportunity to offer my views on these issues. 
I look forward to working with you in the future. 

Sincerely, 
ORSON SWINDLE,

Commissioner. 

FEDERAL TRADE COMMISSION, 
Washington, DC, April 24, 2002. 

Hon. JOHN MCCAIN, 
Committee on Commerce, Science, and Transportation, 
U.S. Senate, Washington, DC. 

DEAR SENATOR MCCAIN: You have asked that members of the 
Federal Trade Commission provide their individual views on a pri-
vacy bill, ‘‘The Online Personal Privacy Act,’’ S. 2201, and I am 
pleased to respond. 

It is important to express one important reservation up front. 
This statement of my individual views is constrained by my under-
standing of the context of your request. Like any other citizen, I 
have personal views on fundamental issues in the privacy debate 
(e.g., the question of whether it is appropriate to speak of a ‘‘right 
to privacy’’ in the context of private consensual transactions as op-
posed to intrusions by government; the balance between any pri-
vacy rights of one party and the First Amendment rights of an-
other; and the question of whether it is realistic to expect that most 
barriers to disclosure will prove effective in the long term). How-
ever, there is no reason why you or any other lawmaker should be 
particularly interested in my opinions about these value-laden 
issues, so I understand that you are asking for my views in the 
context of the responsibilities and capabilities of the Federal Trade 
Commission. In other words, this response is constrained by an ap-
preciation of the limitations of our institutional expertise.1 

To be blunt, I do not believe it is my place to advise Congress 
on the bottom line issue of whether it is or is not a good idea to 
legislate on privacy issues. (To the extent I presumed to do so in 
the past, I have changed my mind.) The Federal Trade Commis-
sion, in my view, functions best as a facilitator, which attempts 
through law enforcement and education 2 to ensure that consumers 
are not misinformed about the goods and services that they buy 
and that sellers are not disabled by illegal private constraints. But, 
in the absence of Congressional direction to the contrary, we are 
neutral about the terms of sale that are freely determined. We 
have strong institutional confidence in the ability of adequately in-
formed consumers to make their own choices about what they want 
(including, presumably, varying levels of privacy protection) with-
out interference from government. We are good at specifying what 
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3 And, apparently, an overwhelming majority do, according to the most recent evidence. Wil-
liam F. Adkinson, Jr., Jeffrey A. Eisenach and Thomas Lenard, Progress & Freedom Founda-
tion, ‘‘Privacy Online: A Report on the Information Practices and Policies of Commercial 
Websites’’ <www.pff.org/pr/pr032702privacyoneline.htm>. 

4 The vendor may, of course, incur marketplace risk. 
5 Gramm-Leach-Bliley Act, 15 U.S.C. §§ 6801–6810; and Interagency Public Workshop: Get No-

ticed: Effective Financial Privacy Notices (December 4, 2001) <http://www.ftc.gov/bcp/workshops/
glb/index.html>. 

is adequate disclosure of the terms of sale but we are not good at 
devising rules for what the terms of sale should be. 

With this awareness of our limitations, I join with those col-
leagues who express serious reservations about the ‘‘Online Per-
sonal Privacy Act,’’ S. 2201. I generally concur in their conclusions, 
but write separately to emphasize my particular perspective. I sim-
ply do not believe that S. 2201 can be enforced in a coherent way. 
The following is a summary list of the reasons: 

1. I do not believe it is workable or reasonable to treat privacy 
differently in the online world than in the offline world to the ex-
tent that the information collected is the same, regardless of the 
site of collection or the means of dissemination. It is obvious that 
different modes of disclosure might be required, but it is illogical 
to regulate one medium and not the other. 

2. Congress may, in its judgment, determine that it is appro-
priate to mandate some form of ‘‘notice’’ to consumers about what 
will happen to their personal information. For one thing, mandated 
notice would eliminate the present awkward situation whereby a 
company that volunteers information about it privacy policy 3 risks 
prosecution if the information is inaccurate, but one that volun-
teers nothing risks nothing.4 Recent experience with mandated no-
tice, however, suggests that it is not enough for Congress simply 
to require that it be done.5 Businesses have to be given more pre-
cise guidance about the forms of notice that will be useful to con-
sumers. This is something the Federal Trade Commission, as an in-
stitution, knows something about. It might be appropriate to direct 
the Commission or some other appropriate body to survey the qual-
ity of notices that are either voluntarily provided or mandated 
today, and then recommend a template for notice that would be 
meaningful. This project would inform the policy debate and ulti-
mately, perhaps, provide the framework for legislation. 

3. The issue of ‘‘choice’’ or ‘‘consent’’ is much more complex than 
the bill seems to recognize. At first glance, it seems obvious that 
the whole purpose of notice is to enable consumers to make in-
formed choices. It is necessary, however, to think about the con-
sequences of choice. If there is no cost or reduced benefit associated 
with the choice to opt-out (or failure to opt-in) then the added ex-
pense of accommodating these choices will be borne by consumers 
less tender of their privacy. (No one suggests that people who do 
not want to use their supermarket charge cards because of the in-
formation disclosed should be entitled to the discount anyway.) On 
the other hand, if privacy-conscious consumers are disadvantaged 
too much, their only practical ‘‘choice’’ is to seek another provider, 
and mandated ‘‘opt-outs’’ or ‘‘opt-ins’’ become essentially meaning-
less. There would have to be some regulatory regime to determine 
what is a reasonable in-between position in these circumstances, 
and I have no idea how this could be done across-the-board. 
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6 S. 2201, Section 403
7 Federal Trade Commission, ‘‘Online Profiling: a Report to Congress’’ (Part 2) (Statement of 

Commissioner Thomas B. Leary, Concurring in Part and Dissenting in Part) (July 2000), <http:/
/www.ftc.gov/os/2000/07/onlineprofiling.htm#LEARY>. 

8 The Fair Credit Reporting Act, 15 U.S.C. 1681 et seq., and the Children’s Online Privacy 
Protection Act of 1998, 15 U.S.C. 6501 et seq. are among the federal laws that grant access 
rights. 

9 S. 2201, Sections 102 and 401. 
10 S. 2201, Section 401. 
11 S. 2201, Section 401. 
12 See, In the Matter of Eli Lilly and Co., FTC File No. 012–3214 (January 18, 2002), <http:/

/www.ftc.gov/opa/2002/01/elililly.htm>. This case involved the improper disclosure of the identify 
of people who had regularly obtained information about a certain psychotropic medication, but 
did not disclose whether they actually took the medication. 

13 S. 2201, Sections 102 and 401.

4. Under the bill, further refinements of ‘‘access’’ and ‘‘security’’ 
would presumably need to be spelled out in rulemaking pro-
ceedings.6 As I have said before, ‘‘[i]t is not appropriate to defer all 
the tough issues for future rule-making.’’ 7 I personally believe, for 
example, that there is a vast disparity between the costs and the 
minuscule benefits of an access regime in most situations, and I 
further believe that the costs of merely developing and enforcing 
across-the-board rules would also vastly exceed the benefits. Con-
gress may want to consider whether any tailored expansions of 
present rights is necessary,8 but a blanket mandate of ‘‘access’’ 
right is unlikely to result in significant benefits overall. 

These are major objections, but the following issues are also sig-
nificant: 

5. S. 2201 distinguishes ‘‘sensitive’’ from ‘‘non-sensitive’’ personal 
information.9 These categories seem arbitrary. For example, as 
Chairman Muris points out in his letter to you of this date, some 
might feel that information about the books they read is a lot more 
sensitive than their political affiliation. Moreover, information that 
is merely, ‘‘inferred’’ from data 10 may be just as sensitive as infor-
mation ‘‘about’’ 11 certain aspects of an individual.12 

6. The distinction between ‘‘clear and conspicuous’’ notice and 
‘‘robust’’ notice 13 seems unworkable as a legal mandate. Articula-
tion of the latter undercuts the significance of the former. If some 
form of notice is ever mandated by Congress, it should be both. 

7. The bill is silent about the extent to which privacy protections 
travel with consumers’ personal information. In general, Gramm-
Leach-Bliley’s privacy provisions require downstream recipients of 
covered data only to use the information in a fashion that is con-
sistent with the consumers’ stated privacy preferences or only for 
uses that are exempted from the notice and choice requirements 
(such as credit reporting). In this sense, the protections flow with 
the information. I seriously question whether this concept can be 
applied across the economy, but without it, the privacy protections 
of the bill may be nullified. 

8. As Chairman Muris notes, some of the provisions of S. 2201 
attempt to reconcile the legislation’s privacy protections with other 
federal statutes that allow limited but beneficial information shar-
ing. However, as currently drafted, S. 2201 might limit a variety 
of legitimate and beneficial information sharing which covered enti-
ties engage in and which Congress would like to continue. It is not 
clear, for example, whether information about transactions com-
pleted online could be communicated to credit bureaus. Without ap-
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14 Among the many federal privacy laws are: Gramm-Leach-Bliley Act, 15 U.S.C. §§ 6801–6810 
(covers financial institutions, non-public personally identifiable information and requires notice 
of information practices and an opt-out for sharing information with third parties); Children’s 
Online Privacy Protection Act, 15 U.S.C. § 6501 (covers Web site operators, prohibits collection, 
use and disclosure of children’s online information without verifiable parental consent and pro-
vide for parental access rights and imposes security requirements); Fair Credit Reporting Act, 
15 U.S.C. § 1681 (1970) (covers credit bureaus and providers and users of credit data and grants 
consumers with access rights and opt-out rights for certain uses of credit data); and Health In-
surance Portability and Accountability Act of 1996, Pub. L. No. 104–191, 262(a), 110 Stat. 1936 
(1996) (codified as amended in scattered sections of 18, 26, 29 and 42 U.S.C.A.); 42 U.S.C.A. 
1320d to 1320d–8 (West Supp. 1998) (covers a variety of health-related entities and health infor-
mation and requirements that include notice, varying degrees of choice, access, and security). 

15 Final Report of Federal Trade Commission Advisory Committee on Online Access and Secu-
rity, published as Appendix D of Privacy Online: Fair Information Practices in the Electronic 
Marketplace: A Federal Trade Commission Report to Congress (May 2000). 

propriate exclusions, any proposed privacy rules could have a seri-
ous anti-consumer impact. 

9. This bill would add to the emerging patchwork of federal pri-
vacy regulations that apply to personal information 14 and may ul-
timately result in ambiguous, conflicting, or impractical require-
ments for businesses, and greater confusion for consumers as well. 
For example, S. 2201 provides that ‘‘sensitive’’ and ‘‘non-sensitive’’ 
information would be subjected to different levels of protection. Dis-
semination of ‘‘sensitive’’ information would be subject to consumer 
notice, opt-in choice, access and security. ‘‘Non-sensitive’’ informa-
tion would be protected by ‘‘robust’’ notice, opt-out choice, access 
and security. The specifics of these requirements would all be de-
fined in a future rulemaking. At the same time, ‘‘non-public’’ per-
sonal information collected by financial institutions (whether online 
or offline) would be subjected to Gramm-Leach-Bliley’s distinct no-
tice, choice and security standards. 

Businesses that seek to comply with both of these regulations 
would be required to differentiate between online and offline infor-
mation as well as any possible differences between the notice, 
choice, and security requirements in the two regulatory schemes. 
Additionally, our experience to date with Gramm-Leach-Bliley sug-
gests that consumers may need less rather than more complex pri-
vacy disclosures in order to understand and execute their rights. It 
is unrealistic, at this point, to assume that consumers will com-
prehend the various categories of information as well as the protec-
tions that are attached to each category of information. 

10. The bill provides that ‘‘penalties’’ would be imposed for a vio-
lation of the statute, and that ‘‘redress’’ would be distributed to 
consumers in an amount not to exceed $200 (for breaches involving 
non-sensitive personal information). This confuses two separate 
concepts. Penalties are calculated without regard to consumer in-
jury or ill-gotten gains, and are paid to the Treasury. Redress is 
intended to make consumers whole. 

11. Wholly apart from the burden issues identified above, the bill 
does not seem to recognize the potential conflict between access 
and security. Broad access rights will lead to the centralization of 
data which could result in very significant security breaches. This 
is a highly technical subject, where there is no consensus among 
experts.15 
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1 This position represented a change from my prior opinion which did not support legislation 
but, instead, called for industry self-regulatory measures. Compare Statement of Commissioner 
Mozelle W. Thompson Before Senate Comm. On Commerce, Science and Transp. (May 25, 2000), 
with Statement of Commissioner Mozelle W. Thompson Before Senate Comm. On Commerce, 
Science and Transp. (July 13, 1999). 

I appreciate the opportunity to provide these comments and 
would be pleased to respond to any further questions. 

Sincerely, 
THOMAS B. LEARY. 

FEDERAL TRADE COMMISSION, 
Washington, DC, April 24, 2002. 

Hon. JOHN MCCAIN, 
Committee on Commerce, Science, and Transportation, 
U.S. Senate, Washington, DC. 

DEAR SENATOR MCCAIN: In anticipation of the Senate Commerce 
Committee’s April 25, 2002 hearing on S. 2201, the Online Per-
sonal Privacy Act (‘‘OPPA’’), you have asked each Commissioner of 
the Federal Trade Commission to comment on whether legislation 
is needed and, if so, what such legislation should contain. As you 
know, the FTC has long been involved with the issue of consumer 
privacy and I have also personally devoted a great deal of time and 
thought to this matter. Accordingly, I appreciate the opportunity to 
offer my views about privacy legislation and comment on the prin-
cipal features of the OPPA. 

In the past, a particular area of focus for me has been the ques-
tion of whether federal legislation is necessary. In the Commis-
sion’s May 2000 Congressional Report, ‘‘Privacy Online: Fair Infor-
mation Practices in the Electronic Marketplace,’’ a majority of the 
FTC recommended that Congress enact online privacy legislation. 
In my accompanying statement and written testimony, I expressed 
my support for thoughtful and balanced online privacy legislation 
that is coupled with meaningful self-regulation and enforcement of 
existing laws.1 I also stated that such privacy legislation should in-
corporate the well-established fair information practice principles 
of notice, choice, access and security and should provide for federal 
preemption of inconsistent state laws. Further, legislation should 
be organic and sufficiently flexible to take into account the type 
and sensitivity of the date at issue. 

My conclusion has not changed and, as discussed below, I believe 
that today’s market conditions make an even more compelling case 
for legislation. Moreover, I support the OPPA because it contains 
the above described elements and represents a thoughtful, bal-
anced and well-reasoned approach to the privacy issue. 

On-line Privacy Legislation Is Needed 
Consumer confidence is one of the most important features of 

American economic strength and, as demonstrated by recent de-
clines in dot-com industries, emerging markets and young indus-
tries are particularly vulnerable to consumers uncertainty. It is not 
surprising then, that those industries involved in the developing 
electronic marketplace, or ‘‘e-commerce,’’ have begun to direct 
greater attention and more resources to strategies that address 

VerDate Aug 1, 2002 04:54 Aug 07, 2002 Jkt 099010 PO 00000 Frm 00070 Fmt 6604 Sfmt 6602 E:\HR\OC\SR240.XXX pfrm15 PsN: SR240



69

2 These features, coupled with technology that allows websites to surreptitiously collect con-
sumer information, distinguish the on-line consumer environment from the off-line world. 

consumer confidence. Members of this industry are asking what is 
needed to allow e-commerce to reach its potential and fully develop 
into a stable and robust market? One answer is data privacy. 

Studies continue to indicate that consumers’ foremost concern 
with respect to e-commerce is the privacy of their personal data. 
Indeed, last year Forrester Research estimated that consumers’ on-
line privacy concerns cost $15 billion of potential e-commerce rev-
enue. Also, 73% of online consumers who refused to purchase on-
line did so because of privacy concerns. Moreover, one need only 
compare the stock prices of those companies engaged in online 
profiling, before and after settling complaints about their business 
practices, to find a clear example of the value to consumers of cer-
tainty and confidence in a new market. 

To date, the FTC has provided a strong privacy foundation by 
way of the agency’s law enforcement regime combined with our ef-
forts in promoting industry self-regulation. Although consumers 
and businesses involved in e-commerce have benefitted from these 
efforts, they are no longer sufficient because there are still online 
companies that fail to protect consumer information. Without a leg-
islative backdrop, too much of the risk of e-commerce is shifted to 
the consumer at a time when consumer confidence is critical. Law 
enforcement measures are by their nature retroactive, focusing on 
events that have already occurred. Once a consumer has lost his 
or her privacy—be it through identity theft, the creating of an un-
authorized profile based upon the consumer’s online activities or by 
some other means—it is generally impossible to make that con-
sumer whole again. 

This condition is made more serious because the Internet allows 
instantaneous, inexperience and unlimited transmission of data 
while computer databases permit storage and unprecedented ma-
nipulation. Moreover, it is difficult for the consumer to even know 
that his or her privacy has been violated until, in some cases, years 
after the fact.2 Consequently, without legislation, e-commerce will 
remain an uncertain marketplace in which only those consumers 
on the fringe will participate. 

The absence of legislation also forces the Commission into the 
unusual position of going after the good actors that have strong pri-
vacy policies, while the bad remain largely unreachable by agencies 
like the FTC, thus leaving these businesses free to violate con-
sumer trust. Without the type of legislation backdrop that the 
Commission called for in 2000, and which OPPA provides. I am 
afraid there will continue to be many free riders and companies 
with inadequate information practices.

Necessary Elements for Effective Privacy Legislation 
I believe that the OPPA addresses many of the most delicate 

problems associated with a legislative privacy framework. First, it 
contains the fair information principles and allows for flexibility 
and change. The OPPA avoids a ‘‘one size fits all’’ approach to the 
notice requirements and provides a reasonableness test for access. 
The OPPA is also more reflective of a ‘‘real world’’ consumer envi-
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1 The survey indicated that 90 percent of the random sample, and 96 percent of the most pop-
ular sites, collect personally identifiable information compared with 97 percent and 99 percent 
in 2000. This is hardly a statistically significant decline. In fact, an April 11, 2002, New York 
Times article (attached) chronicled how some of the Internet’s most frequently visited sites are 
expanding their collection and commercial use of personally identifiable information.

ronment because it employs a sliding scale that affords more pro-
tection to more sensitive information. 

Second, by preempting state law, the OPPA will prevent the pos-
sibility of multiple standards that could ‘‘Balkanize’’ e-commerce 
and prove overly burdensome to business and too confusing for con-
sumers. Finally, in granting the FTC rulemaking authority, the 
OPPA will permit strong enforcement, with special sensitivity to 
industry and consumer needs, while also providing a means for 
state participation. 

Thank you again for providing me with this opportunity to dis-
cuss privacy legislation and the OPPA. I also hope that you will 
continue to consider the FTC a resource as your work progresses 
on this important issue. 

Sincerely yours, 
MOZELLE W. THOMPSON.

FEDERAL TRADE COMMISSION, 
Washington, DC, April 24, 2002. 

Hon. JOHN MCCAIN,
U.S. Senate, SROB, 
Washington, DC. 

DEAR SENATOR MCCAIN: Thank you for your letter of April 19, 
2002 asking me to comment on Chairman Hollings Senate Bill 
2201, ‘‘The Online Personal Privacy Act.’’ Your letter asked two 
questions: First, whether I believe legislation is needed, and if so, 
what it should contain. Second, you asked for my comments on the 
principal features of S. 2201. 

I. IS LEGISLATION NEEDED? 

Yes, legislation is needed to protect consumers’ privacy. Absent 
federal standards to be followed by all persons and entities that 
collect private information, it is unlikely that consumers will be 
adequately protected from identity theft, commercial harassment, 
and hucksterism. In addition, dissatisfaction with and mistrust of 
online business practices by the American people will continue to 
grow; an uneven patchwork of state laws will proliferate; and con-
sumer confidence in e-commerce will be undermined. 

Industry has not been able or willing to effectively self-regulate. 
While some responsible companies have stepped up to the plate, 
the financial incentives work against a universal commitment by e-
business to provide effective privacy protection for consumers. Busi-
ness interests will undoubtedly point to a recent Progress and 
Freedom Foundation survey as evidence that federal legislation is 
not necessary because websites are collecting less personally identi-
fiable information and privacy notices are prevalent, more promi-
nent, and more complete. These arguments completely miss the 
mark. First, the survey reveals that nearly all sites surveyed con-
tinue to collect personally identifiable information.1 Second, the 
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mere posting of a privacy policy does not ensure effective consumer 
protection and often is only pretty packaging of empty content. 

Just any legislation is not enough. In my view, strong privacy 
legislation should: 

preempt inconsistent or weaker state law; 
incorporate effective notice and choice, adequate access, rea-

sonable security, and strong enforcement remedies; 
be free from exceptions created for special interests or indus-

tries; 
require affirmative consumer consent before sensitive per-

sonally identifiable information is collected through any means 
either online or offline; and 

avoid tactics that unduly delay the effective date of the Act. 

II. SENATE BILL 2201

Senate Bill 2201 provides long-awaited, strong protection meas-
ures for consumers in the online world. My only concern with this 
proposed legislation is its limited reach. In my view, federal legisla-
tion is necessary to protect the privacy of personally identifiable 
consumer information in the offline as well as online commercial 
realms. These marketplaces are often intertwined and indistin-
guishable. In fact, I believe that the wired world facilities the effec-
tive, constant aggregation of endless variety of real-time ‘‘surfer’’ 
information and combines it with commercial information gathered 
through traditional ‘‘offline’’ means. I would strongly support the 
expansions of this Bill’s consumer protections—to the ‘‘offline’’ col-
lection of personally identifiable consumer information. 

That said, Senate Bill 2201 is a balanced, comprehensive ap-
proach to protecting consumer privacy online. By incorporating the 
concepts of notice, choice, access, security, and enforcement, it cre-
ates a level playing field for both consumers and industry. How-
ever, I offer the following comments 

Preemption 
I believe that federal legislation should preempt inconsistent and 

weaker state privacy laws which do not effectively protect con-
sumers and tend to frustrate the development of e-commerce. On 
the other hand, I generally support the power of states to enact leg-
islation that offers their citizens stronger consumer protections 
than federal law where the federal law merely establishes a ‘‘floor’’ 
of minimum protection standards. However, if passage of a federal 
law ‘‘with teeth,’’ is feasible. I believe that both consumers and in-
dustry would value the uniformity and predictability that federal 
preemption offers. 

Title I—Online Privacy Protection 

Section 101
I applaud Title I’s coverage of personally identifiable information 

that is collected, used or disclosed. Previous bills focused only on 
the ‘‘collection’’ of information, yet many privacy breaches occur 
when information is used or disclosed without the consumer’s 
knowledge or consent after collection. 
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Notice and Consent 
I strongly support the inclusion of Section 102(b) which requires 

a consumer’s affirmative consent (‘‘opt-in’’) before, or at the time 
that, certain sensitive information is collected. An opt-in consent 
requirement guarantees consumer notice and meaningful choice, 
and compels the collector to clarify its practices in order to entice 
the consumer to agree to them. It effectively equalizes the bar-
gaining position of consumers and e-merchants in the market for 
personal information. 

While I prefer an opt-in standard for the collection of all person-
ally identifiable information, the Bill’s requirement of robust notice 
and opt-out consent for nonsensitive personally identifiable infor-
mation improves on the level of notice and choice currently pro-
vided by many websites. Also, I support the permanence of consent 
provision found in Section 102(e), which essentially provides that 
a consumer’s privacy preferences stay with the user despite cor-
porate changes. 

Section 103’s requirement that changes in privacy policies or the 
existence of privacy breaches be communicated to consumers is 
particularly commendable. Many websites place the privacy protec-
tion burden on consumers to keep track of changes in a website’s 
privacy policy. Section 103 appropriately places that responsibility 
on the internet service provider, online service provider, or operator 
of a commercial website. Likewise, the Bill’s provision requiring 
user notification of material changes in the privacy policy allows 
consumers to utilize updated, relevant information when deciding 
how or whether to protect their own personal information. Section 
103 illustrates the balanced approach of this Bill to the extent it 
acknowledges that there may be situations where delayed con-
sumer notifications is appropriate. 

The exceptions contained in Section 104 seem reasonable and 
again reflect the Bill’s inherent respect for the need to balance the 
vital privacy interests of consumers with the economic and finan-
cial interests of e-business.

Access 
The access provision of Section 105 appropriately enables con-

sumers to suggest corrections or deletions of personally, identifiable 
information that the provider or operator has collected or combined 
with personally identifiable information gathered from other 
sources. The reasonableness test incorporated in this section 
strikes an appropriate balance among the competing interests of 
consumer privacy, the relative sensitivity of different types of per-
sonal information, and the burdens and costs imposed on the 
website operator. 

Security 
The security provision in Section 106 is consistent with the ap-

proach taken by the Commission in its Gramm-Leach-Bliley Act 
Security Rulemaking. Rather than dictate a one-size-fits-all solu-
tion, it is up to the website to establish and maintain reasonable 
procedures necessary to protect the security, confidentiality, and in-
tegrity of the data it maintains. 
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Title II—Enforcement 
I am impressed with the range of remedies included under this 

Title, including the authority to impose civil penalties and estab-
lish redress funds for consumers for violations of Title I. In addi-
tion, this Title allows private rights of action as well as state ac-
tions. 

Title III—Application to Congress and Federal Agencies 
To my knowledge, the federal agencies do not trade in private 

consumer information for commercial purposes. Therefore, I see no 
justification for Section 302. However, I do believe that federal 
agencies should provide notice to consumers about their informa-
tion collection practices consistent with applicable federal law. 

Title IV—Miscellaneous 
Section 402 provides that the effective date of the Act will be the 

day after the date the Commission publishes a final rule under 
Section 403. While I am pleased that there is no ‘‘grace period’’ for 
compliance with this Title, I am disappointed that data collectors 
will be free from liability for data they collected without consumer 
consent before the Act’s effective date. I also hope that Congress 
will resist obvious delaying tactics, such as proposals for additional 
studies. 

Technical concerns 
Section 403 may need technical modifications to achieve the Bill’s 

goals. Our staff would be pleased to assist you in these efforts. Spe-
cifically, Section 403 should reflect that the rulemaking con-
templated by the Act is to be conducted pursuant to the Adminis-
trative Procedures Act rather than through a Magnuson Moss 
Rulemaking. 

I appreciate the opportunity to express my views, and I hope 
they are helpful. 

Sincerely, 
SHEILA F. ANTHONY, 

Commissioner.

CHANGES IN EXISTING LAW 

In compliance with paragraph 12 of rule XXVI of the Standing 
Rules of the Senate, changes in existing law made by the bill, as 
reported, are shown as follows (existing law proposed to be omitted 
is enclosed in black brackets, new material is printed in italic, ex-
isting law in which no change is proposed is shown in roman): 

COMMUNICATIONS ACT OF 1934

SEC. 631. PROTECTION OF SUBSCRIBER PRIVACY. 

[47 U.S.C. 551] 

(a) NOTICE TO SUBSCRIBER REGARDING PERSONALLY IDENTIFIABLE 
INFORMATION; DEFINITIONS.— 

(1) At the time of entering into an agreement to provide any 
cable service or other service to a subscriber and at least once 
a year thereafter, a cable operator shall provide notice in the 
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form of a separate, written statement to such subscriber which 
clearly and conspicuously informs the subscriber of— 

(A) the nature of personally identifiable information col-
lected or to be collected with respect to the subscriber and 
the nature of the use of such information; 

(B) the nature, frequency, and purpose of any disclosure 
which may be made of such information, including an 
identification of the types of persons to whom the disclo-
sure may be made; 

(C) the period during which such information will be 
maintained by the cable operator; 

(D) the times and place at which the subscriber may 
have access to such information in accordance with sub-
section (d); and 

(E) the limitations provided by this section with respect 
to the collection and disclosure of information by a cable 
operator and the right of the subscriber under subsections 
(f) and (h) to enforce such limitations. 

In the case of subscribers who have entered into such an agree-
ment before the effective date of this section, such notice shall 
be provided within 180 days of such date and at least once a 
year thereafter. 

(2) For purposes of this section, other than subsection (h)— 
(A) the term ‘‘personally identifiable information’’ does 

not include any record of aggregate data which does not 
identify particular persons; 

(B) the term ‘‘other service’’ includes any wire or radio 
communications service provided using any of the facilities 
of a cable operator that are used in the provision of cable 
service; and 

(C) the term ‘‘cable operator’’ includes, in addition to per-
sons within the definition of cable operator in section 602, 
any person who (i) is owned or controlled by, or under com-
mon ownership or control with, a cable operator, and (ii) 
provides any wire or radio communications service. 

(b) COLLECTION OF PERSONALLY IDENTIFIABLE INFORMATION 
USING CABLE SYSTEM.— 

(1) Except as provided in paragraph (2), a cable operator 
shall not use the cable system to collect personally identifiable 
information concerning any subscriber without the prior writ-
ten or electronic consent of the subscriber concerned. 

(2) A cable operator may use the cable system to collect such 
information in order to— 

(A) obtain information necessary to render a cable serv-
ice or other service provided by the cable operator to the 
subscriber; or 

(B) detect unauthorized reception of cable communica-
tions. 

(c) DISCLOSURE OF PERSONALLY IDENTIFIABLE INFORMATION.— 
(1) Except as provided in paragraph (2), a cable operator 

shall not disclose personally identifiable information con-
cerning any subscriber without the prior written or electronic 
consent of the subscriber concerned and shall take such actions 
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as are necessary to prevent unauthorized access to such infor-
mation by a person other than the subscriber or cable operator. 

(2) A cable operator may disclose such information if the dis-
closure is— 

(A) necessary to render, or conduct a legitimate business 
activity related to, a cable service or other service provided 
by the cable operator to the subscriber; 

(B) subject to subsection (h), made pursuant to a court 
order authorizing such disclosure, if the subscriber is noti-
fied of such order by the person to whom the order is di-
rected; 

(C) a disclosure of the names and addresses of sub-
scribers to any cable service or other service, if— 

(i) the cable operator has provided the subscriber 
the opportunity to prohibit or limit such disclosure, 
and 

(ii) the disclosure does not reveal, directly or indi-
rectly, the— 

(I) extent of any viewing or other use by the 
subscriber of a cable service or other service pro-
vided by the cable operator, or 

(II) the nature of any transaction made by the 
subscriber over the cable system of the cable oper-
ator; or 

(D) to a government entity as authorized under chapters 
119, 121, or 206 of title 18, United States Code, except 
that such disclosure shall not include records revealing 
cable subscriber selection of video programming from a 
cable operator. 

(d) SUBSCRIBER ACCESS TO INFORMATION.—A cable subscriber 
shall be provided access to all personally identifiable information 
regarding that subscriber which is collected and maintained by a 
cable operator. Such information shall be made available to the 
subscriber at reasonable times and at a convenient place des-
ignated by such cable operator. A cable subscriber shall be provided 
reasonable opportunity to correct any error in such information. 

(e) DESTRUCTION OF INFORMATION.—A cable operator shall de-
stroy personally identifiable information if the information is no 
longer necessary for the purpose for which it was collected and 
there are no pending requests or orders for access to such informa-
tion under subsection (d) or pursuant to a court order. 

(f) CIVIL ACTION IN UNITED STATES DISTRICT COURT; DAMAGES; 
ATTORNEY’S FEES AND COSTS; NONEXCLUSIVE NATURE OF REM-
EDY.— 

(1) Any person aggrieved by any act of a cable operator in 
violation of this section may bring a civil action in a United 
States district court. 

(2) The court may award— 
(A) actual damages but not less than liquidated damages 

computed at the rate of $100 a day for each day of viola-
tion or $1,000, whichever is higher; 

(B) punitive damages; and 
(C) reasonable attorneys’ fees and other litigation costs 

reasonably incurred. 
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(3) The remedy provided by this section shall be in addition 
to any other lawful remedy available to a cable subscriber. 

(g) REGULATION BY STATES OR FRANCHISING AUTHORITIES.—
Nothing in this title shall be construed to prohibit any State or any 
franchising authority from enacting or enforcing laws consistent 
with this section for the protection of subscriber privacy. 

(h) DISCLOSURE OF INFORMATION TO GOVERNMENTAL ENTITY PUR-
SUANT TO COURT ORDER.—Except as provided in section (c)(2)(D), 
a governmental entity may obtain personally identifiable informa-
tion concerning a cable subscriber pursuant to a court order only 
if, in the court proceeding relevant to such court order— 

(1) such entity offers clear and convincing evidence that the 
subject of the information is reasonably suspected of engaging 
in criminal activity and that the information sought would be 
material evidence in the case; and 

(2) the subject of the information is afforded the opportunity 
to appear and contest such entity’s claim.

(i) APPLICATION OF ONLINE PERSONAL PRIVACY ACT.—With re-
spect to the provision by a cable operator of Internet service or on-
line service and the operation by a cable operator of a commercial 
website, as such terms are defined in or under the Online Personal 
Privacy Act, the provisions of that Act shall apply in lieu of this sec-
tion.

NATIONAL INSTITUTE OF STANDARDS AND TECHNOLOGY 
ACT 

SEC. 20. COMPUTER STANDARDS PROGRAM. 

[15 U.S.C. 278 G–3] 

(a) DEVELOPMENT OF STANDARDS, GUIDELINES, METHODS, AND 
TECHNIQUES FOR COMPUTER SYSTEMS.—The Institute shall— 

(1) have the mission of developing standards, guidelines, and 
associated methods and techniques for computer systems; 

(2) except as described in paragraph (3) of this subsection 
(relating to security standards), develop uniform standards and 
guidelines for Federal computer systems, except those systems 
excluded by section 2315 of title 10, United States Code, or sec-
tion 3502(9) of title 44, United States Code; 

(3) have responsibility within the Federal Government for 
developing technical, management, physical, and administra-
tive standards and guidelines for the cost-effective security and 
privacy of sensitive information in Federal computer systems 
except— 

(A) those systems excluded by section 2315 of title 10, 
United States Code, or section 3502(9) of title 44, United 
States Code; and 

(B) those systems which are protected at all times by 
procedures established for information which has been spe-
cifically authorized under criteria established by an Execu-
tive order or an Act of Congress to be kept secret in the 
interest of national defense or foreign policy, the primary 
purpose of which standards and guidelines shall be to con-
trol loss and unauthorized modification or disclosure of 
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sensitive information in such systems and to prevent com-
puter-related fraud and misuse; 

(4) submit standards and guidelines developed pursuant to 
paragraphs (2) and (3) of this subsection, along with rec-
ommendations as to the extent to which these should be made 
compulsory and binding, to the Secretary of Commerce for pro-
mulgation under section 5131 of the Clinger-Cohen Act of 
1996; 

(5) develop guidelines for use by operators of Federal com-
puter systems that contain sensitive information in training 
their employees in security awareness and accepted security 
practice, as required by section 5 of the Computer Security Act 
of 1987; and 

(6) develop validation procedures for, and evaluate the effec-
tiveness of, standards and guidelines developed pursuant to 
paragraphs (1), (2), and (3) of this subsection through research 
and liaison with other government and private agencies. 

(b) TECHNICAL ASSISTANCE AND IMPLEMENTATION OF STANDARDS 
DEVELOPED.—In fulfilling subsection (a) of this section, the Insti-
tute is authorized— 

(1) to assist the private sector, upon request, in using and 
applying the results of the programs and activities under this 
section; 

(2) as requested, to provide to operators of Federal computer 
systems technical assistance in implementing the standards 
and guidelines promulgated pursuant to section 5131 of the 
Clinger-Cohen Act of 1996; 

(3) to assist, as appropriate, the Office of Personnel Manage-
ment in developing regulations pertaining to training, as re-
quired by section 5 of the Computer Security Act of 1987; 

(4) to perform research and to conduct studies, as needed, to 
determine the nature and extent of the vulnerabilities of, and 
to devise techniques for the cost-effective security and privacy 
of sensitive information in Federal computer systems; and 

(5) to coordinate closely with other agencies and offices (in-
cluding, but not limited to, the Departments of Defense and 
Energy, the National Security Agency, the General Accounting 
Office, the Office of Technology Assessment, and the Office of 
Management and Budget)— 

(A) to assure maximum use of all existing and planned 
programs, materials, studies, and reports relating to com-
puter systems security and privacy, in order to avoid un-
necessary and costly duplication of effort; and 

(B) to assure, to the maximum extent feasible, that 
standards developed pursuant to subsection (a)(3) and (5) 
are consistent and compatible with standards and proce-
dures developed for the protection of information in Fed-
eral computer systems which is authorized under criteria 
established by Executive order or an Act of Congress to be 
kept secret in the interest of national defense or foreign 
policy. 

(c) PROTECTION OF SENSITIVE INFORMATION.—For the purposes 
of—
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(1) developing standards and guidelines for the protection of 
sensitive information in Federal computer systems under sub-
sections (a)(1) and (a)(3), and 

(2) performing research and conducting studies under sub-
section (b)(5), the Institute shall draw upon computer system 
technical security guidelines developed by the National Secu-
rity Agency to the extent that the National Bureau of Stand-
ards determines that such guidelines are consistent with the 
requirements for protecting sensitive information in Federal 
computer systems.

(d) DEVELOPMENT OF INTERNET PRIVACY PROGRAM.—The Insti-
tute shall encourage and support the development of one or more 
computer programs, protocols, or other software, such as the World 
Wide Web Consortium’s P3P program, capable of being installed on 
computers, or computer networks, with Internet access that would 
reflect the user’s preferences for protecting personally-identifiable or 
other sensitive, privacy-related information, and automatically exe-
cute the program, once activated, without requiring user interven-
tion.

ø(d)¿ (e) DEFINITIONS.—As used in this section— 
(1) the term ‘‘computer system’’— 

(A) means any equipment or interconnected system or 
subsystems of equipment that is used in the automatic ac-
quisition, storage, manipulation, management, movement, 
control, display, switching, interchange, transmission, or 
reception, of data or information; and 

(B) includes— 
(i) computers; 
(ii) ancillary equipment; 
(iii) software, firmware, and similar procedures; 
(iv) services, including support services; and 
(v) related resources; 

(2) the term ‘‘Federal computer system’’ means a computer 
system operated by a Federal agency or by a contractor of a 
Federal agency or other organization that processes informa-
tion (using a computer system) on behalf of the Federal Gov-
ernment to accomplish a Federal function; 

(3) the term ‘‘operator of a Federal computer system’’ means 
a Federal agency, contractor of a Federal agency, or other orga-
nization that processes information using a computer system 
on behalf of the Federal Government to accomplish a Federal 
function; 

(4) the term ‘‘sensitive information’’ means any information, 
the loss, misuse, or unauthorized access to or modification of 
which could adversely affect the national interest or the con-
duct of Federal programs, or the privacy to which individuals 
are entitled under section 552a of title 5, United States Code 
(the Privacy Act), but which has not been specifically author-
ized under criteria established by an Executive order or an Act 
of Congress to be kept secret in the interest of national defense 
or foreign policy; and 
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(5) the term ‘‘Federal agency’’ has the meaning given such 
term by section 3(b) of the Federal Property and Administra-
tive Services Act of 1949.

Æ
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