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Multidisciplinary Aerospace Systems Optimization
(NASA Computational Aerosciences Project)

Srinivas Kodiyalam

1.0 Introduction:

Multidisciplinary Design Optimization (MDO) embodies a s&t of methodologies which provide a means
of coordinating efforts and possibly conflicting recommendations of various disciplinary design teams
with wdl-established anadyticd tools and expertise [1,2]. MDO involves multiple disciplines,
engineering, business and program management, often with multiple, competing  objectives. These
disciplines may just be an andysis code which contains a body of physical principles or in addition, they
may possess some intelligent decison-making capabilities. In an attempt to address the issues involved
with the MDO process, forma methods have been derived, making use of consstent mathematical
concepts, unique organizationa structures, and dternative system representation techniques. While the
architecture of some of these MDO methods which we  will use may not be entirdy intuitive, their
solution approach provides for a more practica and efficient path to reaching an optima solution or a
least an improved solution over the conventional sequentid, al-in-one approaches.

Optimal design of complex systems, more specificaly, aerospace systems, is increasingly becoming a
geographicaly digributed activity involving multiple decison teams and heterogeneous computing
environments. Hence within this environment, MDO processes will need to be executed necessitating, in
addition to a range of design space exploration functions such as forma MDO methods, numerica
search drategies, gpproximation methods, sengtivity methods, and trade-off studies, a flexible MDO
environment that would support:

1. Meacomputing conssing of a collection of high performance machines that can provide the
aggregate computing powers necessary for solving large-scde, multidisciplinary optimization
problems.

2. The ability to easlly access remote andysis tools as well as easlly bringing together multiple andyss
tools into an integrated system analysis while hiding the details of data management from the user.
Thisincludes visudly linking data between different andys's components on different platforms.

3. Toal interfaces based on standards such as CORBA and COM to increase the usefulness and reuse
of each disciplinary analysstool in the distributed MDO environment.

4. Make MDO easy to use.

Today, the smulation based design process rdlies heavily on complex computer andlysis and simulation
codes such as finite dement andysis and computationa fluid dynamic andlyses to improve the product
desgn. These time consuming and expensive andyses are repeatedly invoked during optimization
meking the desgn exploration and multidisciplinary desgn optimization time sgnificantly long, if not
prohibitive. Two solutions are possible to make these problem solution times tractable:

(1) Use of Approximation Models (also referred to as Surrogate Models) for the design objectives and
condraints in conjunction with the numerical search process. Since these gpproximate models are
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inexpensve to evduate for a new set of data or values assgned to design variables, we can afford to
evauate gpproximate responses many more times without having to worry about the computationa
resources. Consequently, a number of different types of studiesincluding design optimization usng high
fiddity anadyss become possble. The purpose of these studies must  be extraction of data that are
directly useful for the design decisons

(i) Use of High Performance Computing (HPC) servers with a large number of processors to enable
multiple levels of pardldism (coarse and fine grained pardlelism) for higher throughput computing and
fagter solution turn around times.

In this project, the following technica aspects of MDO has been implemented and investigated on

certain redistic aerogpace design problems.

- Dedgn space sampling drategies in conjunction with concurrent processing on Origin 2000 HPC
server;

- Dedign space gpproximation using Kriging metamodeing procedure and subsequently optimization
with Kriging models

- Dedign space Pareto trade-off andyses using Kriging models

- Desgn process integration usng commercid-off-the-shdf (COTS) integration framework, Modd
Center.

The applications include:

- Air Borne Laser (ABL) Opticad Bench MDO for dructures, therma and opticd line of sght
disciplines,

- Conceptud desgn of a supersonic busness arcraft involving Aerodynamics, Structures and
Propulsion disciplines.

2.0 Description of Technical M ethodology:

2.1 Design Space Sampling Strategies:

The two sampling methods proposed below are variaions of Design of Experiment (DOE) procedures
for usng a fixed number of processors and operating concurrently [3]. The god of these proposed
methods is to have a reasonably uniform coverage of the design space to maximize the information
gathered about the design space characterigics. A Monte Carlo smulation with a uniform probability
digtribution and a fixed number of points would be analogous to the proposed methods. In addition,
amilar to the DOE methods, these methods have been moativated by the inagbility to handle the
computationa cogt involved with the analysis of the full factoria number of design points.

2.1.1 Method 1 - Uniform Dispersal of Design Paints:;

Assume that there are N variables, X;, i=1,N to define the N-D space, and, NP processors available
for concurrent execution. Li and Ui define the lower and upper bounds on the variables.

NDP isthe number of design pointsto be generated and is usudly equd to the number of available
processors (NP).



Introduce a non-dimensiond variable, Vi, such that:

Xi =Li + (Ui —Li)*Vi

Now we have replaced the X space with the V spacein which dl the V variablesvary from 0to 1.
Assume that the design space volume contains D" little cubes, each cube having the side length of S=
1/D, assuming that we have normalized theinterva of interest dlong each of the N-D axisto length 1,
and dlowed D levels. The sampling of each little cubeis at the cube centers.

The number of design points, NDP, in afactorid petternis

NDP = D"

Inversion of the above providesfor D asfollows:

D = (NDP)™

The mesh density, S, measured from a point to its nearest neighbor is

S=1/D (assuming that the normaization to 1 of the interva length).

Now, the dgorithmic steps for generating an gpproximately uniform dispersal of NDP pointsin the N-D
gpace is defined as follows:

1) Set counter i = 1;
2) Roll eectronic die of uniform probability distribution to generate point Vi

3) Update, i = i+1, Repedat #3, and evauate dik = (Vi-VK)*1/2, where i designates the new point, and
k refersto the previoudy generated points.

Now, apply thisfilter:

If dik > =S, proceed to the next VK;
If dik < S, rgect Vi and return to #3.

4) Transform from V space to X space using equation above.
It gppears that this Smple dgorithm would have the effect of generating an gpproximately uniform

dispersa of NP pointsin the N-dimensiona space owing to the use of uniform distribution in step 2, and
with accidental bunching of points prevented by step 3. The MC with a uniform probability distribution



and afixed number of points should come close to meeting the criterion.

2.1.2 Method 2 - Hypersphere Method:

1. Assume

N variables Xi in vector X to define an N-dimensiond design space.

NP processors available for a smultaneous execution. .

Li and Ui define the lower and upper bounds on the variables.

NDP isthe number of design pointsto be generated and is usudly equd to the number of available
processors (NP).

2. Sdlect the “exploration interval” bounded by Ai and Bi, Ai < Bi, and centered on the initid “best
guess’ vaue of Xi = Xio, where

Xio=(Ai + Bi)/2;

Ai > Li; and,

Bi < Ui.

3. Introduce a non-dimensiond variable Vi such that
Xi = Xio + (Bi-Ai)/2 Vi = (Ai+Bi)/2 + (Bi-Ai)/2 Vi

4. Next, construct a hyperspherein space V.

Now we have replaced the space X with the space V, inwhich dl Vi varidbles vary from -1 at Al,
through O at the center, to +1 at Bi. The passage from V to X is provided by eqg. 1.

We will now congtruct a hypersphere in the space V. The hypersphereis defined by aradius vector R
that originates at Xio, or Vio=0, and a sat of angles, Hi, that vector formswith theaxis Vi, i = 1, N-1.

Note that R and N-1 angles, not N angles define a point on the "surface" of the N-dimensiond
hypersphere.

It is aso important to point out that the hypershpereis not to be thought of as having a surface like a 3-

D sphere has. The notion of a surface does not carry from 3D to higher dimensions. It should be

thought of as a sub-domain whose dimengonality is N-1, just as the surface of aspherein 3D isa2D
sub-domain. It isthe N-1 dimengondity reduction that carries to higher dimension by virtue of having to

satisfy only asingle equation that relates R to Vi on the sphere surface:
R =SQRT(S Vi*2); (1)

To handle the hypersphere congtruction let us establish that



Vi=RcosHi (2
Considering that Vi was normalized to vary from -1 to 1, R must be:
R=1 (3)

to keep the hypersphere center at the mid-point of the (Ai,Bi) interval. We use eq.4.2& 3 above to
expressoneVj intermsof R, Hi, and other Vi's

Vj = SQRT (1- (S Vi*2),i=LN, andi <> j)

In the above, the index | may be selected from the set i=1,N randomly (it could aso be chosen
judgmentaly athough it is hard to think of agood reason why to do it that way).

In equation 4.4 there is no safeguard againgt (S Vin2)>1, and that might cause a SQRT run-time error.
In N dimensions, after we have selected | in eg. 4.4, it is necessary to check the satisfaction of the
following condition:

Vpr2+ VK2 <=1; p=1,N; k=L)N; p<>j; (5)
Even this condition, however, does not guarantee that the sum isless than 1.

A procedure to generate a design point on the surface of an N-D hypersphere R= 1 may now be
written to place NPP points over the hypersphere “surface’. NPP = (NP-1)/2 where NP is the number
of processors, because we reserve one processor for the point at the center of the sphere and one haf
of the remaining points are to become the nadirs to the points randomly generated.

We place the points by rolling an eectronic die (usng arandom uniform distribution) on the angles Hi
taking advantage of the sphericad symmetry. Observe that the interva (Ai,Bi) defined above
corresponds to the diameter of the hypersphere coinciding with the coordinate Vi, hence when the angle
Hi variesfrom O through p, or 0 through 180 deg., the radius R traces a semi-circle arc that spansthe
interval.

Specificaly, we repeet the following steps for each Hi, except Hj, where the j- index identifies Vj that
was made dependent by eq.4.4:

-1. Initidize dl Hi = 90deg, not 0 deg. Thissetsdl cosnesto O,
0. Rall ectronic die (al dice here is uniform digtribution) to pick index j in eq.4.4

1. Roll éectronic die to pick index i
--if i <> accept i and proceed



--if i =] rgect | and repest from 1 to pick adifferent vaue
2. Rall dectronic die (uniform distribution) to select avaue Hi in the 0,180 deg. interval.
3. Compute Vi per eq.4.2;
4. Check al permutations of eg. 4.5
-- if al satisfied, then proceed
-- when the firgt instance of eg. 4.5 violated isfound, rgject Hi and return to step 2 to pick a
different Hi.
5. Repesat from 1 until dl (N-1) Hi values are generated, while satisfying dl the eq. 4.5 condraints.
6. Compute V| from eg. 4.4.
7. Compute Hj = arccos (V]) assuming that R=1. This completes generation of N angles Hi.
8. Repesat from (1) until al NPP design points (NPP sets of angles Hi) are generated.
We have now placed (NP-1)/2 points over the hypersphere. We have one point in the hypersphere
center. To complete the operation and bring the number of points up to the number of processors NP,
we reflect each of the (NP-1)/2 points to their nadirs by a smple sign change in the transformation from
space V to space X.
X = Xo + (B-A)/2 (-1) Vi = (A+B)/2 + (B-A)/2 (-1) V
This completes placement of NP pointsin the X space on a surface of the hypersphere centered on the
best guess and whose radius captures the interva of initid interest. The points are nearly uniformly
digtributed over the hypergohere owing to the use of a uniform digtribution in generation of Hi. The X
vectors condtitute input to the analys's.

The uniform digtribution maximizes the amount of information extracted from the design space usng a
fixed number of processors.

2.2 Kriging Metamodd based Design Space approxi mation

The mathematics of Kriging includes a combination of a globd modd of the design space as well as
local deviations so that the Kriging interpolates the sampled data points [4]. Specificdly, it is given by:
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where, the first term f(x) represents the globa modd characterized by a standard polynomia response
surface model or an atificid neura network and the second term Z(x) is the localized deviations and the
departure from the standard polynomid RSM. Z(X) represents the redization of a stochastic process
with amean zero, variance s 2 and a non-zero covariance. The covariance of Z(x) that dictates the local
deviaionsis given by:

cov|z(x') z[x7 )| =s 2R(x, %)

In the above equation, R is the corrdation matrix, and R(X, X)) is the correlation function between any
two of the n, sampled data points X and X. R isa (n,x n) symmetric, positive definite matrix with ones
aong the diagond. The corrdation function could be an exponentid, gaussian, cubic or such kind of an
gpproximation function. For agaussan corrdation function, R is given by:

Rl x!)=exps & wyx - x|*
X', x)|=expg & wie|x - Xi| g
€ k=1 u

where, ndv is the number of design varigbles and w are the unknown corrdation parameters used to fit
the modd and X and X are the k™ components of the sample points. The best values for the correlation
parameters (w ) are obtained by solving ak-dimensiond unconstrained optimization problem of the
fallowing form:

e 2%0 u
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In this phase, we have to calculate determinant of a covariant matrix repeatedly during
unconstrained function minimization. The size of this square matrix, R, as mentioned
previoudy isthe number of sampled data points. The number of variables (w) of this
fitting optimization problem is the same as the number of design variables of the design
problem. In some cases, using asingle corrdaion parameter gives sufficiently accurate
gpproximeations.

The gpproximation to output y(x) at untried vaues of x is given by:



Y= +r (RE- 12

1%}

where, f is column vector of length n, which isfilled with ones when f(X) is taken as a congant

and,

~

b=(fTRIf) TRy

rT(x)= [R(x, R ) Rl s )]T

A flow diagram of the Kriging surrogate models based optimization procedure is shown below.
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Figure 1: How diagram of Kriging approximation concepts based Optimization



2.3 Pareto Multicriterion Trade-Offs;

Typicdly, in an engineering system optimization many different criteria are involved and the designers
and disciplinary experts would like to have trade-off information available for deciding how best to
ba ance the various criteriato arrive at the most desirable design. It is common industry practice to
perform trade-off andyss among the specified design criteria. Trade-off andysisis the study of the
rel ationship between multiple competing design requirements/congtraintsin order to define more
balanced targets for the optimization. Trade-off anayssis used in congtructing Pareto curves (in 2D)
and surfaces (in 3D), that separate the feasible region from the infeasible region. Balanced targets for
design requirements/congtraints are identified from these Pareto curves/surfaces. However, trade-off
curves themsalves should not be viewed as a unique relation between the design
requirements/congraints.

Pareto trade-off curves generation will involve performing severd optimizations by gradudly varying the
bounds on one design condraint at atime while kegping the other condraint targets fixed and plotting
the change in the design objective. With the understanding that the Pareto optimal surface/curve
generation could be a codtly processinvolving severd optimization analyses, Kriging gpproximation
moddswill be exploited to achieve the desired computationd efficiency.

2.4 Design Process Integration — Modd Center COTS framework:

A COTS process integration framework called Mode Center [5] for integrating the different
tools'component (including spreadsheets) is used to in this project for integrating al the analysis codes
and performing the Kriging approximations based MDO problem solution. Mode Center based on
JAVA provides ahighly visua environment to link applications and map key data from one andysis tool
to another. Modd Center dso facilitates linking gpplication tools residing on different computers within a
network. Once the data is linked, a driver component (such as Optimizer, DOE or Parametric Trade
Study) can iterate with the linked smulation model to optimize the variables.

A JAVA based optimization driver is used with Mode Center framework for the MDO solution. The
core optimization solver is ADS, anumerica optimization code that includes severd continuous
optimization agorithms [6]. The JAVA driver dso incorporates the Kriging metamodd for
gpproximations, described in Section 2.2. The optimization driver developed within Modd Center is
generic and can be used with or without the Kriging metamode based gpproximations concept.

A flow diagram of the sequence of stepsin the MDO processis shown in Figure 2. It includes the
sampling strategies described in Section 2.1 for generating the design points, followed by concurrent
multidisciplinary analysis of the design points on SGI Origin 2000, 256 processor machine & NASA
Ames facility. The results are processed and used for congtructing the Kriging approximation mode.
The MDO problem is then solved using the Kriging gpproximation mode for design objectives and
congraints evaluation. After convergence (satisfaction of Kuhn-Tucker conditions) with respect to the
gpproximation modd, adetailed andysisis performed is verify the satisfaction of congtraints and the
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relative change in the objectives between successve cycles. At this stage the human engineers can aso
review the results and make changes as necessary.
Then the complete processis repeated till a satisfactory design is obtained.

Uniform Sampling to Generate
Samples based on Number of
Processors available

A4

Concurrent Processing of MDA on
NASA Ames Origin 2000
256 processors machine

\
v

Kriging MetaModel Construction Outer Loop
for Response Approximations

ilnner Loop

L Multidisciplinary Optimization ]

|

\ 4

Update Variables & Perform
Multidisciplinary Analysis (MDA) onvergenc

Post processing

Figure 22 MDO methodology in a High Performance Computing environment

3.0 Application Problems and Solutions

Two design examples are consdered:

- Air Borne Lasr (ABL) Optical Bench MDO for structures, therma and optica line of sght
disciplines (detailed composites ply layup design).

- Conceptud design of a supersonic business aircraft MDO involving Aerodynamics, Structures and
Propulsion disciplines.
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and destroy hodtile theater balistic missiles in the boost phase. Team ABL includes the USAF, Boeing,

TRW and Missles & Space. ABL will operate above the clouds, where it will detect and track missiles
as they are launched using an onboard surveillance sysem. The Beam Control/Fire Control system will

acquire the target, then accurately point and fire the laser with sufficient energy to destroy amissile while
it is dill in the highly vulnerable boost phase of flight-before separation of its warheads. The Beam

ABL is alaser weapon system, carried on a 747-400F aircraft, designed to autonomoudy detect, track
Control/Fire Control system includes the Beam Transfer, Fire Control, and Turret Assemblies.

3.1 Air Borne Laser (ABL) Optica Bench MDO:
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Figure 3: FEM of ABL Opticd Bench

Fwd Pedestal

The Wavefront Control Subsystem of the ABL compensates for local and atmospheric disturbances by

measuring wavefronts of outgoing and return beams with the Wavefront Sensor (WFS), then processng
the messurements to provide actuator commands to the deformable mirrors (DM) and then the



actuators warp the surface of the DMs to correct the wavefront error.
The WFS misregigration is the misaignment between DM actuators and WFS sub-apertures caused by
initid aignment errors, mechanica vibration, acoustics, therma loads, etc.

The WFS and DMs are located on the main optica bench. Hence it is important that the main optical
bench dructure be sufficiently siff to reduce the WFS Misregidration while being within a weight
budget. The opticd bench design is a composite design with ply layup being a critica driver in the
gructurd stiffness and strength characteristics as well as thermd deformations. A finite eement mode of
the optica bench isshown in Figure 3.

WFS Migregidtration = (Optica Bench Structurd Response)* (Optica Line-Of-Site Coefficients)
where:

Structural Response = 6 degrees-of-freedom displacements (trandation & rotation) of the 8 optics
between the WFS and ACDM due to vibration loads or therma loads; and,

Line-Of-Site (LOS) coefficients = misregistration per unit displacement of each optic.

For Structura and Thermd analys's, the M SC.Software (MSC/NASTRAN v70.7) isused and a
Lockheed Martin in-house code called GALPRO is used for the Opticd LOS andlysis.

The ABL Optica Bench MDO problem, that is afocus of thiswork, isformulated as follows:
Optimize the Composites Bench Ply Layup thickness, to:

Minimize WFS Migregidtration

Subject to congtraints on: Bench Structurd Weight < dlowable vdue;
Bench Mode Frequency < alowable vaue
Thermd deformations at each optic < dlowable vaue;
Bounds on the ply layup thickness.

A totd of 10 design variables are consdered.

The MDO process integration is performed using Modd Center and is shown in Figure 4. The
MSC/NASTRAN anayses for Weights, Therma and Moda Frequency responses are performed on
the SGI origin 2000, 256 processor machine at NASA Ames, Cdiforniawhile the Optica LOS
computations are performed on SGI Origin machine at Lockheed Martin Aeronautics in Denver,
Colorado. The MSC/NASTRAN analyses on the sampling agorithm generated design points are
performed concurrently on the Ames multiprocessor machine for higher throughput. The moda
frequency response andlysis, which is the time consuming andysis among al the disciplinary andlyses, is
performed using the Digtributed Memory Pardld (dmp) capability in MSC/NASTRAN v70.7 for faster
turn around in analysis computer times. Benchmark computer times for this DM P based modal
frequency response andysis using different number of processors are provided in Table 2.
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Figure 4: ABL MDO Process Integration with Mode Center
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Desgn Vaiables Initid Cycle3 Lower Upper
(in) (in.) (in.)

pcompl& 2 (LEL & HEL panels—4/core/4 plies) 0.125 0.25 0.1 0.25
pcomp3 (outer longerons — 4plies) 0.2 0.2 0.2 0.5
pcomp4 (inner longerons — 4 plies) 0.1 0.1013 0.1 0.25
pcompb (inner vertical shear webs — 4 plies) 0.1 0.1 0.1 0.25
pcomp6 (inner horizontal gussets —4 plies) 0.1 0.1023 0.1 0.25
pcomp? (outer vertical end plates— 4 plies) 0.25 0.3071 0.25 0.5
pcompl4 (LEL bench facesheets—4 plies) 0.125 0.101 0.1 0.25
pcompl6 (Diag bench facesheets— 4 plies) 0.125 0.1 0.1 0.25
pcomp22 (3PT End Beam — 4 plies) 0.125 0.1443 0.125 0.25
pcomp23 (3PT End Beam — 4 plies) 0.25 0.25 0.25 0.5

Responses Initidl Fina

WEFS Dynamic Misregigtration (% of 3.148 1.98 (Approx. 1.98)

subaperture) 37% Reduction

Weight (Ibsmass) 5413 5517.4 (Approx. 5517)

2% Increase
Bench Mode (Hz) 39.96 43. (Approx. 43.8)
WFS Thermd Misregigtration (%) 1.143 1.124 (Approx. 1.12)

Table 1: ABL MDO Problem Reaults

Number of Processors

Elapsed Time (mins)

96.3

60.9

43.8

32.5

Table 2: Elgpsed computing times for asingle MSC.Nastran SOL 111 run
on a SGI Origin 2000, 256 processor, 250 MHz machine
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The following provides a step by step comparison of the elgpsed computer timesinvolved in the
sequential MDO process and the massively parallel processing based MDO process.

Ca2 1: On asingle processor of SGI Origin 2000:

1. Basdline andyses (3 MSC/NASTRAN solutions and 2 GALPRO computations): 115 min
2. Cycle 1 - andyses of 32 samples: 115 * 32 = 3680 min

3. Approximate model condruction: < 15 min

4. Optimization based on gpproximate modd: <3 min

5. Cycle 1 - optimum point andyses: 115 min

6. Cycle 2 - analyses of 32 samples: 115 * 32 = 3680 min

7. Update Approximate modd with new samples: <20 min

8. Optimization based on approximate modd: < 3 min

9. Cycle 2 - optimum point andyses: 115 min

10. 5 additiona analysis for Pareto point solutions: 5* 115 =575 min

The tota dapsed time on single processor: 8320 minutes or 139 hours

Cae 2: Massively pardld processng with SGI Origin 2000:

In this case we use 4 processors for each MSC/NASTRAN dynamics andysis (fine-grained
pardldism) and further use dl of the remaining 256 processors of SGI Origin 2000 for concurrent
processing of MSC/NASTRAN runsfor different design inputs (coarse-grained paralelism). The
€elapsed times provided below are an estimate based on the benchmark runs shown in Table 2.

1. Basdline analyses (3 MSC.N solutions and 2 GALPRO computations): 49 min
2. Cycle 1 - andyses of 32 samples concurrently: 49 min

3. Approximate model condruction: < 15 min

4. Optimization based on gpproximate modd: <3 min

5. Cyde 1 - optimum point andyses. 49 min

6. Cycle 2 - anadlyses of 32 samples concurrently: 49 min

7. Update Approximate mode with new samples: <20 min

8. Optimization based on approximate modd: < 3 min

9. Cycle 2 - optimum point andyses. 49 min

10. 5 additiond andlyssfor Pareto point solutions. 5* 49 = 245 min

The tota €lgpsed time for the massively pardld gpproach is 530 minutes or 8.8 hours. The elgpsed time
reduction is 16X compared to serid solution.

Figure 5 shows the Pareto trade off curve between design objective (Misregidtration) and the active
congraint (Weght). Each point in this curve is generated based on an MDO solution using the Kriging
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approximation modd, with the active congtraint upper bound relaxed by a certain %. In this Pareto
study, the upper bound on Weight congtraint | varied from the baseline of 54.2 to 55 to 55.2 t0 55.7 to

56 to0 56.2.

Misregistration .vs. Weight Pareto Trade-Offs

S

w
»

[EEN

WEFS Misregistration (%)
N

o

54.15 55 55.2 55.7 56 56.2
Optical Bench Normalized Weight (Ibs)

Figure 5: Pareto Optimd Trade-Off curve for Misregigration versus Weight

By relaxing weight in step 1 from 54.2 to 55, two of the design variables doubled in vaue (100%
change) from the baseline and this reduced the design objective, Misregidtration, by about 30%. The
two variables correspond to those of HEL (high-energy laser) and LEL (low energy laser) pane
thickness. These 2 parameters have the largest effect on Misregistration. Relaxing the weight condraint
further in successve Pareto steps did not bring down the Misregigtration that dramaticaly, sncethe
remaining 8 design variables did not influence Misregidration to such an extent. More significant
reductions in Misregistration can only be obtained by increasing the upper bound on the 2 criticad (HEL
& LEL pand) thickness but the ABL design engineer did not want those panels to be further increased
in thickness. Hence, after Pareto step 1, further significant reduction in Misregistration is not possible.

3.2 Aircraft Optimization

In this example, a supersonic business jet modeled as a coupled system of structures (BB1),
aerodynamics (BB2), propulson (BB3), and aircraft range (BB4) is used. This problem isidentica to
the one used in Reference [ 7], and complete details of the problem can be obtained from the same
reference. A dataflow diagram of the coupled system anadlysisis shown in Figure 6.
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The mathematica formulation of the MDO problem is as follows:

Maximize: Aircraft Range (F(X))

Subject to congtraints on:
Stresson wing < 1.09; (G;(X), j=1,5)
0.96 < Wing twist < 1.04; (Gi(X), j=6,7)
Pressure gradient < 1.04; (G/(X), j=8)
0.5 < Engine Scale factor < 1.5; (Gj(X), j=9,10)
Engine Temperature < 1.02; (G(X), j=11)
Throttle setting < Tua; (Gi(X), j=12)

There are atotal of 10 design variables, X, including, thickness/chord ratio, dtitude, Mach number,

aspect ratio, wing sweep, wing surface area, taper ratio, wingbox cross-section, skin friction coefficient,
and throttle.

t/c, L -
: ‘———| t/c,h, M, AR, L,S ——>» M,h -
ARS REF AR-aspect ratio

R
tlcM, L J I_, M h Cr-skin frict. coef.
y AR,h,S REE ' D'drag
v ESF-eng. scale fact.
Structures |— h-atitude
W, 'lW_wﬂ L-lift
X =[1 X] M-Mach #
N,-max. load fact.
Aerodynamics 3 R-range
4—- D L/D SFC-spec. fuel cons.
— Sge-Wing surf. area
X — CJ $ T-throttle
Proouls t/c-thickness/chord
" <—E5F -l opulsion . W,e-baseline eng. wt.
7'y y'y W_-engine weight
X4=[T] W-fuel weight
W_,-misc. fuel wt
R W -misc. weight
Commnme Wee ange W -total weight
T T x-winghbox x-sect
T L -wing sweep
FC[)\f ° 4—| Weor Wo, Ny Wee s Copinma | Iir\:—l | -taper ratio
Constants

Figure 6: Data flow diagram for Aircraft MDO problem
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The following MDO procedure is used with this aircraft problem.

1)
2)
3)
4)

5)
6)

7)

8)

Generate usng the Hypersphere method (outlined in Section 2.1.2), NDP number of design points
with the center of the hypersphere located at the basdline design point. Here NDPis equal to 128.
Perform concurrent analyses of the NDP design points using the NASA Ames SGI Origin 2000,
256 processor machine. Compute the design objectives and condtraints as stated in the above
MDO problem.

Identify the "best" design point in terms of usability and feasibility from the set of NDP design points.
Congtruct an gpproximation modd using the Kriging method (outlined in Section 2.2) usng the
NDP design points inputs and outputs.

Perform MDO problem solution based on the approximation modd of Step 4.

Perform verification andysis on the optima design obtained in Step 5. Check for satisfaction of
congraints and relaive changes in the objective function.

Perform any necessary modifications to the mode, optimization problem formulation, etc... based
on the interpretation of solution from Step 6.

If not converged, revise the design move-limits and generate a new set of NDP design pointsthet is
now centered at optimal point of Step 6. Go to Step 2 and repeet the processtill convergence.

Cycle Number

st of 128 points

Objective

Hypersphere DOE Sampling
— Best design point from the sample

Max Constraint

Hypersphere DOE Sampling followed by
Kriging Approximation based Optimization
using the 128 design points

Objective Max Congraint

Badine

535.78

+0.16 (violated)

535.78 +0.16 (violated)

Cyclel

1201.72

+0.01 (violated)

1548.3 +0.007 (active)

Cycle2

2062.40

+0.009

2879.4 +0.003 (feasible)

Cycle3

2359.5

+0.007

3015.5 +0.008

Cycle4

2765.8

+0.009

3061.1 +0.003

Table 3: Aircraft MDO problem results.

The results shown in the above Table 3 provide a comparison of the best points obtained purely from
the sampling agorithm versus an gpproximation mode based optimization using the sample points. The
successive cycles start with the best point found in the previous cycle (either from sample sat points or
from optimization solution). If congraints are more violated than the previous cycle and if the design is
infeasible then sampling space is shrunk by a reduction factor of 50%. It isimportant to note that the
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optimization solution is sgnificantly better than the hypersphere sampling based best point. It isdso
important to note that the gpproximeation mode based optimization is not computationaly intensve.

4.0 Summary

In this work, the following methods have been investigated for MDO solution of redistic aerogpace
design problems in a multi-processor, high performance computing environment.

- Dedgn space sampling strategies in conjunction with concurrent processng on a SGI Origin 2000
HPC server;

- Dedgn space gpproximation using Kriging procedure and subsequently optimization with Kriging
models, and,

- Design space Pareto trade-off analyses using Kriging models.

In addition, a commercid-off-the-shef (COTS) design process integration framework, Model Center,
is used with the MDO study. Modd Center facilitates integration across a meta computing environment
involving a cluster of PCs, workgtations and HPC servers with multiple processors.

The applications used in this work include:

- MDO of aAir Borne Laser (ABL) Composites Optical Bench for structures, therma and optica
line of sight disciplines;

- Conceptud desgn of a supersonic busness arcraft involving Aerodynamics, Structures and
Propulsion disciplines.

The present gpproach to MDO invedtigated in this work is comparatively smpler than the existing
approaches, involving a design space sampling strategy that exploits concurrent processing, an
gpproximation method for constructing approximations to the design objectives and congraints, and, an
optimizer. Based on the trendsin massvely pardld processng and HPC (High Performance
Computing), it is expected that the MDO methods will become smpler as well as easer to understand
and use with complex design problems. The HPC environment operating concurrently with alarge
number of processors will offset the computational cost/time required for performing the required
number of sysem and locd disciplinary andyses.
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