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COMPUTER SECURITY IN THE FEDERAL GOV-
ERNMENT: HOW DO THE AGENCIES RATE?

TUESDAY, NOVEMBER 19, 2002

HOUSE OF REPRESENTATIVES,
SUBCOMMITTEE ON GOVERNMENT EFFICIENCY, FINANCIAL
MANAGEMENT AND INTERGOVERNMENTAL RELATIONS,
COMMITTEE ON GOVERNMENT REFORM,
Washington, DC.

The subcommittee met, pursuant to notice, at 10 a.m., in room
2154, Rayburn House Office Building, Hon. Stephen Horn (chair-
man of the subcommittee) presiding.

Present: Representatives Horn and Lewis.

Staff present: Bonnie Heald, staff director; Henry Wray, senior
counsel; Dan Daly, counsel; Dan Costello, professional staff mem-
ber; Chris Barkley, clerk; Ursula Wojciechowski, staff assistant;
Michelle Ash, minority counsel; and Jean Gosa, minority clerk.

Mr. HORN. This hearing of the Subcommittee on Government Ef-
ficiency, Financial Management and Intergovernmental Relations
will come to order.

Federal agencies rely on computer systems to support critical op-
erations that are essential to the health and well-being of millions
of Americans. National defense, emergency services, tax collection
and benefit payments will all rely on automated systems and elec-
tronically stored information. This technology has greatly stream-
lined government operations. Yet without proper security meas-
ures, Federal computers are highly vulnerable to cyber attacks.
These attacks are dramatically increasing in volume and sophis-
tication. Last year the number of cyber attacks rose 71 percent
above the previous year. In addition, they are more complex, affect-
ing government and nongovernment computers alike.

Earlier this year, a British computer administrator penetrated
100 U.S. military computers, shutting down networks and corrupt-
ing data at the National Aeronautics and Space Administration
and at the Pentagon. Equally disturbing, the hacker successfully
attacked these sensitive systems by using software that was readily
available on the Internet. Threats such as this demand that the
Federal Government move quickly to protect its critical computer
systems.

This is the subcommittee’s third annual report card and we are
now sending it out and we’ll go into questions on it later. This sub-
committee will be—this was the third annual report card, and we
have been grading executive branch agencies on their computer se-
curity efforts. I am disheartened to announce that again this year
the government has earned an overall grade of F for its computer
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security efforts. Despite the administration’s welcomed focus on
this important problem, 14 agencies scored so poorly that they
earned individual grades of an F. The Department of Transpor-
tation lags at the bottom of the scorecard, earning an appalling 28
points out of a possible 100 on the subcommittee’s grading systems.

At the top end of the report card, I am pleased to note that the
Social Security Administration continues to be a shining example
of sound leadership and focused attention toward solving this im-
portant problem. Earning a score of 82, the Social Security Admin-
istration’s grade goes from a C-plus to a B-minus. This agency was
the first to become Y2K compliant in 1999, and I have no doubt
that it will also be the leader in the government’s effort to protect
its critical computer systems. Hopefully, the Department of Trans-
portation and all other failing agencies will benefit from the experi-
ence and expertise of today’s witnesses.

September 11, 2001 taught us that we must be prepared for at-
tack. We cannot allow government operations to be compromised or
crippled because we failed to heed that lesson.

[The prepared statement of Hon. Stephen Horn follows:]
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This hearing of the Subcommittee on Government Efficiency, Financial Management and
Intergovernmental Relations will come to order.

Federal agencies rely on computer systems to support critical operations that are essential to the
health and well being of millions of Americans. National defense, emergency services, tax collection
and benefit payments all rely on automated systems and ¢lectronically stored information. This
technology has greatly streamlined government operations. Yet without proper security measures,
federal computers are highly vulnerable to cyber attacks. The volume and sophistication of these
attacks are dramatically increasing. Last year, the number of cyber attacks rose 71 percent above the
previous year. In addition, they are more complex, affecting government and non-government
computers alike.

Earlier this year, a British computer administrator penetrated 100 U.S. military computers,
shutting down networks and corrupting data at the National Aeronautics and Space Administration and
at the Pentagon. Equally disturbing, the hacker successfully attacked these highly sensitive systems
using software that was readily available on the Internet. Threats, such as this, demand that the federal
government move quickly to protect its critical computers from disruption.

This is the subcommittee's third annual report card, grading executive branch agencies on their
computer security efforts. I am disheartened to announce that again this year, the government has
earned an overall grade of "F" for its computer security efforts. Despite the Administration's welcomed
focus on this important problem, 14 agencies scored so poorly that they earned individual grades of an
"E." The Department of Transportation rests at the bottom of the scorecard, earning an appalling 28
points out of a possible 100.

On the top end of the report card, I am pleased to note that the Social Security Administration
continues to be a shining example of sound leadership and focused attention toward solving this
important problem. Earning a score of 82, the Social Security Administration's grade rose from a "C-
plus" to a "B-minus." This agency was the first to become Y2K compliant in 1999, and I have no doubt
that it will remain the leader in the government's effort to protect its critical computer systems.
Hopefully, the Department of Transportation and all other failing agencies will benefit from the
experience and expertise of today's witnesses.

September 11, 2001, taught us that we must be prepared for attack. We cannot allow
government operations to be compromised or crippled because we failed to heed that lesson.

T'welcome our witnesses today and look forward to your testimony.
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Mr. HorN. I'd ask the vice chairman, Mr. Lewis of Kentucky, if
you’d like to have an opening statement, why

Mr. LEwis. Thank you, Mr. Chairman. Well, I just want to say
one thing. At the end of this term, the American taxpayer will be
losing a man that has been in the front lines of looking out after
their interest and putting pressure on the government to be effi-
cient and to use taxpayer dollars wisely. And, Mr. Chairman, it cer-
tainly will, again, be a sad day for the American taxpayer and it’ll
be a sad day for all of us to see you retire, but thank you for your
great service.

Mr. HORN. Thank you very much, Ron. That’s nice of you. You've
been a good partner.

I'm now going to bring in the witnesses and their assistants and
we’ll have them take the oath. This is an investigative committee
and that’s the way we operate. If you'll stand and raise your right
hands. And your assistants behind you, the clerk will note all of
the names there and put in the hearing record.

[Witnesses sworn.]

Mr. HORN. The clerk will note and take the names. Thank you.

And we will now start with the presentation, and the presen-
tation is simply down the agenda line, and we start with Mark A.
Forman, Associate Director, Information Technology and E-Govern-
ment, Office of the President’s Management and Budget.

Mr. Forman, we're glad to see you again.

STATEMENTS OF MARK A. FORMAN, ASSOCIATE DIRECTOR,
INFORMATION TECHNOLOGY AND E-GOVERNMENT, OFFICE
OF MANAGEMENT AND BUDGET; JAMES B. LOCKHART III,
DEPUTY COMMISSIONER AND CHIEF OPERATING OFFICER
OF SOCIAL SECURITY, SOCIAL SECURITY ADMINISTRATION;
KENNETH M. MEAD, INSPECTOR GENERAL, DEPARTMENT OF
TRANSPORTATION; RICHARD D. PETHIA, DIRECTOR, CERT
COORDINATION CENTER; AND ROBERT F. DACEY, DIREC-
TOR, INFORMATION SECURITY, U.S. GENERAL ACCOUNTING
OFFICE

Mr. FORMAN. Good morning, Mr. Chairman and Mr. Lewis. Be-
fore I begin, I would also like to acknowledge the significant role
that you’ve played in the last decade on IT issues. Through your
leadership we’ve all witnessed a substantial increase in attention
and efforts to improve the Federal Government’s management of
information technology. You’ve captured the attention of senior pol-
icy officials across agencies, challenged administrations, and, as a
result, have helped focus on an understanding of the serious issues,
particularly IT security, financial management and the year 2000
conversion. Thank you for your work in these areas.

I also want to acknowledge the work of my lead security analyst,
Glenn Schlarman, who will be leaving OMB to work at a depart-
ment at the end of the year. Glenn has led OMB’s work in cyber
security and related information policy since the mid-1990’s and
deserves much credit for the progress made in this area by Federal
agencies.

Mr. Chairman, we all know that our Federal Government’s IT se-
curity problems are serious and pervasive. However, I'm pleased to
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report today that while problems persist, several agencies are dem-
onstrating progress due in large part to your leadership.

Since the last hearing in March, a number of achievements have
been made toward improving the Federal Government’s IT secu-
rity: First, the combination of the Security Act reporting require-
ments, OMB’s reporting instructions, and agency plans of actions
and milestones have resulted in a substantial improvement in the
accuracy and depth of information provided to Congress relating to
IT security. In addition to IG evaluations, agencies are now provid-
ing the Congress with data from agency POAMSs, the plans of ac-
tion and agency performance against uniform measures.

Second, OMB developed and issued objective IT security manage-
ment performance measures which were the basis for the most re-
cent agency reports and plans of action.

Third, we developed a governmentwide assessment tool based
primarily on the National Institute of Standards and Technology’s
technical guidance and the GAO’s Federal Information Systems
Control Audit Manual.

Fourth, to ensure successful remediation of security weaknesses
throughout an agency, every agency must now maintain a central
process through the CIO’s office to monitor agency compliance.

Fifth, we have developed additional guidance on reporting IT se-
curity costs.

Sixth, several agencies have demonstrated mature IT security
management practices.

Seventh, governmentwide on-line IT security training and course
work is being made available and used.

And, eight, deployment of cross-agency E-authentication capabili-
ties is occurring.

As we move into the second year of actual reforms built around
the Government Information Security Reform Act and based pri-
marily on agency and IG reports submitted in September, integra-
tion of security into agency budget processes and recently updated
and submitted IG security plans of action and milestones, OMB
has conducted an initial assessment of the Federal Government’s
IT security status. Due to the baseline of agency IT security per-
formance identified last year, we are now in a position to more ac-
curately determine where progress has been made and where prob-
lems remain.

Having objective performance measurements has improved the
quality process, and I'd like to say there are five good news items
we've found in our review:

First, more departments are exercising greater oversight of their
bureaus.

Second, at many agencies, program officials, CIOs, and IGs are
engaged in working together.

Third, the inspectors general have greatly expanded their work
beyond financial systems and related programs and their efforts
have proved invaluable to us in the process.

Four, more agencies are using their plans of action and mile-
stones as authoritative management tools to ensure program as-
sistant level IT security weaknesses, once identified, are tracked
and corrected.
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And, fifth, OMB’s conditional approval or disapproval of agency
IT security programs has resulted in senior executives at most
agencies paying greater attention to IT security.

The bad news is that as we predicted in our previous testimony,
the more IT systems that agencies and IGs review, the more secu-
rity weaknesses we’re finding. Our initial analysis reveals that
while progress has been made, there remain several significant
weaknesses:

First, many agencies find themselves faced with the same secu-
rity weaknesses year after year. They lack system level security
plans and certification. Through the budget process OMB is assist-
ing agencies in prioritizing and reallocating funds to address these
problems.

Second, some IGs and CIOs have vastly different views of the
state of the agency security programs. Although some agencies
have already acted to address more rigorous findings, OMB will
highlight such discrepancies in our feedback the agency has.

Third, many agencies are not adequately prioritizing their IT in-
vestments, and therefore are seeking funding to develop new sys-
tems while significant security weaknesses exist in their legacy
systems. OMB will assist agencies in reprioritizing their resources
through the budget process.

I'd like to talk a little bit about six common weaknesses we iden-
tified in the IT security report to Congress last year:

First, lack of agency senior management attention to security. In
addition to conditionally approving or disapproving agency IT secu-
rity programs through private communication between OMB and
each agency head, we have used the President’s Management
Agenda Scorecard to continue to focus attention on serious IT secu-
rity weaknesses. Through the scorecard, OMB and senior agency
officials are monitoring agency progress on a quarterly basis.

Second, nonexistent IT security performance measures, as I ref-
erenced earlier, also address the performance of officials charged
with implementing specific requirements of the Security Act. These
measures are mandatory and represent the minimum matrix
against which agencies must track and measure performance and
progress.

Third, poor security education awareness. As in my testimony,
the administration’s electronic government initiative called E-
Training will incorporate additional security courses, and of course
agencies are using traditional classroom-style training.

While OMB can and will continue to assist agencies with their
efforts in addressing the security weaknesses, but the responsibil-
ity and the ability to fix these weaknesses ultimately lies with the
agencies.

I’d like also to address some additional areas for attention. OMB,
the President’s Critical Infrastructure Protection Board, Federal
agencies, and others are addressing a number of other significant
IT security issues. The administration strives to assure that dis-
ruptions of the Federal IT systems are infrequent, of minimal dura-
tion, manageable, and cause the least damage possible. In this re-
gard, we're essentially addressing two types of threats: organized
and ad hoc.
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We'll assure that Federal agencies undertake effective systems
management practices with tools and training to ensure timely de-
ployment and continued maintenance of security of IT systems. But
countering sophisticated organized threats is far more complex.
The development of a governmentwide enterprise architecture is a
central part of the administration’s IT management and the elec-
tronic government efforts. Accordingly, the administration will use
this to better prioritize and fund Federal Government security
needs.

I run through a number of other additional comments in my tes-
timony. But let me conclude by saying, Mr. Chairman, again, I'd
like to express the administration’s appreciation for your untiring
1eacllership on IT security and government IT management in gen-
eral.

Mr. HORN. Thank you.

[The prepared statement of Mr. Forman follows:]



STATEMENT OF
MARK A. FORMAN
ASSOCIATE DIRECTOR FOR INFORMATION
TECHNQOLOGY AND ELECTRONIC GOVERNMENT
OFFICE OF MANAGEMENT AND BUDGET
BEFORE THE
COMMITTEE ON GOVERNMENT REFORM
SUBCOMMITTEE ON GOVERNMENT EFFICIENCY,
FINANCIAL MANAGEMENT, AND INTERGOVERNMENTAL RELATIONS
U.S. HOUSE OF REPRESENTATIVES
November 19, 2002

Good morning, Mr. Chairman and Members of the
Committee. Thank you for inviting me to discuss the status
of the Federal government’s IT security. As you know, year
two of the Government Information Security Reform Act
(Security Act) came to a close with the submission of
agency and Inspector General reports in September. For the
purposes of today’s hearing, I will provide the Committee
with OMB’s initial analysis of the Federal government’s IT
gsecurity progress in fiscal year 2002.

Before I begin, I would like to first acknowledge the
significant role you have played in the last decade on IT
issues. Through your leadership we have all witnessed a
substantial increase in attention and efforts to improve
the Federal government’s management of IT. You have
.captured the attention of senior policy officials across
agencies, challenged Administrations, and as a result have
helped to raise focus and understanding of these serious
issues, particularly IT security and Y2K.

We all know that our Federal government’s IT security
problems are serious and pervasive. However, I am pleased
to report today that while problems persist, several
agencies are demonstrating progress, due in large part to
your leadership.

Government-wide Steps Taken to Improve IT Security
Since the last hearing in March, a number of
achievements have been made toward improving the Federal

government’s IT security.

1. Provided Congress with Information Requested for Proper
Oversight. The combination of the Security Act reporting
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requirements, OMB'’s reporting instructions, and agency
plans of action and milestones (POA&Ms) have resulted in a
substantial improvement of the accuracy and depth of
information provided to Congress relating to IT security.
In addition to IG evaluations, agencies are now providing
the Congress with data from agency POA&Ms and agency
performance against uniform measures.

2. Developed IT Security Management Performance Measures.
OMB issued updated reporting instructions (M-02-09,
“Reporting Instructions for the Government Information
Security Reform Act and Updated Guidance on Security Plans
of Action and Milestones”) to Federal agencies which
included objective performance measures. Both agencies and
IGs were directed to report the results of their reviews
and independent evaluations against those measures. These
measures tie directly to the IT security requirements in
the Security Act.

3. Developed Government-wide Assessment Tool. The
National Institute of Standards and Technology (NIST)
developed a security questionnaire in 2001 which greatly
assisted agencies in performing self-assessments of their
IT systems. This questionnaire was based primarily on NIST
technical guidance and the General Accounting Office’s
Federal Information System Controls Audit Manual and allows
agencies to assess the management, operational, and
technical controls of their systems. Agencies were
directed through OMB guidance to use this document as the
basis for conducting their amnual reviews under the
Security Act. Under NIST’s leadership, this questionnaire
was automated this year. Agencies now have a free
automated tool to assist them in conducting their annual
reviews. The tool facilitates IT security reviews while
improving the quality of the overall process.

4. Enforcement of Plans of Action and Milestones. This
spring, OMB met with agencies (CIO and IG office) to
discuss the status of and address deficiencies in their
POA&M efforts. Agencies are required to develop POA&Ms for
every program and system where an IT security weakness has
been found. These plans must be developed, implemented,
and managed by the agency official who owns the program or
system (program official or Chief Information Officer (CIO)
depending on the system) where the weakness was found. To
ensure successful remediation of security weaknesses
throughout an agency, every agency must maintain a central
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process through the CIO’s office to monitor agency
compliance. OMB has and will continue to reinforce this

- policy through the budget process and the President’s
Management Agenda Scorecard.

"5. Developed Guidance on Reporting IT Security Costs.
OMB, through Circular A-11 on budget preparation and
submission, provided agencies additiomnal guidance in
determining IT security costs of their IT investments.

6. .Mature IT Security Manadement Practices. A handfal of
agencies have demonstrated the maturity of their agency-
wide plans of action and milestone (POA&M) process to track
and manage remediation of their IT security weaknesses.

7. Government-wide IT Security Training Opportunities.
Through the Administration’s electronic government
initiative, e-training, IT security courses will be
available to all Federal agencies by December. These
initial courses are targeted to CIOs and program managers,
with additional courses to be added for IT security
managers, and the general workforce.

8. Deployment of E-authentication Capabilities. The E-
Authentication e-government initiative deployed a prototype
e-authenticetion capability in September. Applications are
in the process of being migrated to this service, which
will allow for the sharing of credentials across government
and allows for secure transactions, electronic signatures,
and access controls across government. Potential agencies
that will be using this service include DoEd, USDA/National
" Finance Center, 58a, and GSA. The full capability is
expected in September 2003.

Government Information Security Reform - Year Two

Based primarily on agency and IG reports submitted in
September, integration of security into agencies’ budget
processes, and recently updated and submitted IT security
plans of action and milestones, OMB has conducted an
initial assessment of the Federal government’s IT security
status. Due to the baseline of agency IT security .
performance identified last year, we are now in a position
to more accurately determine where progress has been made
and where problems remain.
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The good news is that for the first time the Federal
government’s IT security program now has a basic set of IT
security performance measures and a comprehensive and
uniform process for collecting data against those measures.
Additionally:

1. More Departments are exercising greater oversight
over their bureaus. This year as part of the
reporting instructions, agencies were required to
report results at the bureau level;

2. At many agencies, program officials, CIOs, and IGs
are engaged and working together;

3. IGs have greatly expanded their work beyond
financial systems and related programs and their
efforts have proved invaluable to the process;

4., More agencies are using their POA&Ms as
authoritative management tools to ensure that program
and system level IT security weaknesses, once
identified, are tracked and corrected; and

5. OMB conditional approval or disapproval of agency
IT security programs resulted in senior executives at
most agencies paying greater attention to IT security
at their agencies.

The bad news is that as we predicted in our previous
testimony, the more IT systems that agencies and IG’s
review, the more security weaknesses they are likely to
find. Our initial analysis reveals that while progress has
been made, there remain significant weaknesses.

1. Many agencies find themselves faced with the same
security weaknesses year after year. They lack system
level security plans and certifications. Through the
budget process, OMB will assist agencies in
prioritizing and reallocating funds to address these
problems;

2. Some IGs and CIOs have vastly different views of
the state of the agency’s security programs. OMB will
highlight such discrepancies to agency heads; and

3. Many agencies are not adequately prioritizing
their IT investments and therefore are seeking funding
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to develop new systems while significant security
weaknesses exist in their legacy systems. OMB will
assist agencies in reprioritizing their resources
through the budget process.

Status of Six Common Govermment-wide IT Security Weaknesses

In the first annual OMB report to Congress on Federal
government information security reform
(www.whitehouse.gov/omb/inforeg/fy0lsecurityactreport.pdf),
OMB: identified six common government-wide IT security
weaknesses along with steps to overcome those weaknesses.

I would like to provide you with an update on efforts
related to resolving these weaknesses.

1. Lack of agency senior management attention to IT
security. In addition to conditionally approving or
disapproving agency IT security programs through private
communication between OMB and each agency head, OMB used
the President’s Management Agenda Scorecard to continue to
focus agency attention on serious IT security weaknesses.
Through the scorecard OMB and senior agency officials
monitor agency progress on a quarterly basis.

2. Non-existent IT security performance measures. -As I
discussed, OMB developed high-level management performance
measures to assist agencies in evaluating their IT security
status and the performance of officials charged with
implementing specific requirements of the Security Act.
Agencies were required to report the results of their
security evaluations and their progress implementing their
corrective action plans according to these performance
measures. To ensure that accountability follows authority,
there are measures for both CIOs and program officials.
These measures are mandatory and represent the minimum
metrics against which agencies must track to measure
‘performance and progress. We encourage agencies to develop
additional measures that address their needs.

3. Poor security education and awareness. As discussed
above, for one of the Administration’s electronic
government initiatives, establishing and delivering
electronic-training, IT security training options will b
added and available to all Federal agencies in December.

4. Failure to fully fund and integrate security into
capital planning and investment control. OMB continues to
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aggressively address this issue through the budget process,
to ensure that adequate security is incorporated directly
into and funded over the life cycle of all systems and
programs before funding is approved. Through this process
agencies can demonstrate explicitly how much they are
spending on security and associate that spending with a
given level of performance. As a result, Federal agencies
will be far better equipped to determine what funding is
necessary to achieve improved performance.

Agencies have made improvements in integrating security
into new IT investments. However, significant problems
remain in regards to ensuring security of legacy systems.

5. Failure to ensure that contractor services are
adeguately secure. Through the OMB Committee on Executive
Branch Information Systems Security, an issue group was
created to review this problem and develop recommendations
for its resolution, to include addressing how security is
handled in contracts themselves. We are working with the
Federal Acquisition Regulatory Council to develop for
government-wide use a clause to ensure security is
addressed as appropriate in contracts.

6. Lack of detecting, reporting, and sharing information
on vulnerabilities. Early warning for the entire Federal
community starts first with detection by individual
agencies, not incident response centers at the FBI, GSA,
DOD, or elsewhere. The latter can only know what is
reported to them, reporting can only come from detection.
It is critical that agencies and their components report
all incidents in a timely manner to GSA’s Federal Computer
Incident Response Center (FedCIRC) and appropriate law
enforcement authorities such as the FBI’‘s National
Infrastructure Protection Center as required by the
‘Security Act.

GSA recently awarded a contract on patch management.
Through this work FedCIRC will be able to disseminate
patches to all agencies more effectively. In addition, OMB
recently issued guidance to agencies on reporting to
FedCIRC, stressing the necessity for accurate and timely
reporting while also leveraging an e-business approach that
facilitates reporting.

A summary of each agency’s security status will be
included in the annual OMB report to Congress. We plan on



14

igsuing this report in the same timeframe as the
Pregident’s budget.

While OMB can and will continue to assist agencies
.with their efforts in addressing their security weaknesses,
both the responsibility and ability to fix these weaknesses
and others, ultimately lie with agencies. IGs, OMB, and
"GAO cannot do it for them.

Areas for Additional Attention

OMB, the President’s Critical Infrastructure Protection
Board, the Federal agencies, and others are also addressing
a number of other significant IT security issues.

The Administration strives to ensure that any
disruptions to Federal IT systems are infrequent, of
minimal duration, manageable, and cause the least damage
possible. In that regard, we essentially are addressing
two types of threats -- organized (i.e., sophisticated
nation states, terrorist, and criminal) and ad hoc-(i.e.,
common hackers of varying levels of sophistication).

Regardless of their level of sophistication (i.e.,
organized or ad hoc), an attacker can easily exploit
numerous vulnerabilities found in today's commercial
software products. Some experts estimate that as many as
95% of today's successful attacks exploit these commonly
known flaws and most use widely available automated tools
to do so. Simple adjustments to out-of-the-box software
configurations correct many vulnerabilities and corrective

" patches are widely available for-many others.

We will assure that Federal agencies undertake
effective system management practices. This includes tools
and training to ensure the timely deployment and continued
maintenance of security of IT systems. We are also
addressing the out-of-the-box configuration issue.
Recently a consortium of Federal agencies and private
organizations released security configuration guides for
the Windows 2000 operating system. FedCIRC has arranged
for download and distribution of the Windows 2000 security
testing tool for all Federal civilian agencies.

Countering sophisticated organized threats is far more
complex. Many experts consider hostile nation-states and
terrorists to pose the greatest threat to the security and
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reliability of Federal IT systems. This threat is often
agsociated with the threat of physical attack, and could be
used to disrupt government coordination and communication
in time of emergency. i )

The development of a government-wide enterprise
architecture is a central part of the Administration’s IT
management and electronic government efforts.

Establishment of an architecture for the Federal government
will greatly facilitate more rational IT investment
decisions and electronic government. Accordingly, the
Administration will be able to better prioritize and fund
the Federal government’'s security needs.

Experts agree that it is virtually impossible to ensure
perfect security of IT systems. Therefore in addition to
constant vigilance on IT security we regquire agencies to
maintain business continuity plans.  OMB directed all large
agencies to undertake a Project Matrix review to ensure
appropriate continuity of operations planning in case of an
event that would impact IT infrastructure. Project Matrix
was developed by the Critical Infrastructure Assurance
Office (CIAO)of the Department of Commerce. A Matrix
review identifies the critical assets within an agency,
prioritizes them, and then identifies interrelationships
with other agencies or the private sector. This is largely
a vertical view of agency. functions. To ensure that all
critical government processes and assets have been
identified, once reviews have been completed at each large
agency, CIAO and OMB will identify cross-government
activities and lines of business for Matrix reviews. 1In
this way the Executive Branch will have identified key
needs in both vertical and horizontal continuity of
operations.

More and more, individual agencies and other
organizations have improved means to protect themselves
from more sophisticated attackers. Until recently,
commercial firewalls and intrusion detection systems
primarily defended only against known attacks. New
products filter out actions outside normal use, e.g., those
activities that are inconsistent with authorized technical
“ruleg” established by systems administrators. Thus even a
previously unknown threat can potentially be stopped. We
expect that, as it has in the past, the market will
continue to produce solutions to security problems.



16

Among our high-level challenges is identifying the
security gaps between agencies with interconnected lines of
- business. In addition to Project Matrix and the
development of the enterprise architecture as a means to
. address these potential gaps, we will continue to look for

other methods as well, through OMB’s Committee on Executive
. Branch Information Systems Security and the CIO Council.

Conclusion

Again Mr. Chairman, I would like to express the
Administration’s appreciation for your untiring leadership
on IT security.

For the first time, through the reporting requirements
of the Security Act and agency POA&Ms, we are able to point
to real progress in closing the Federal government’s IT
security performance gaps. While progress has been made
both at the government-wide program level as well as within
a number of agencies, serious weaknesses, and in some cases
repeating weaknesses remain. Failure to meet basic
security requirement such as system plans and
certifications leaves us with simply unacceptable risks.
Our challenge this year is to dramatically build upon this
progress to ensure that the Federal government’s IT
investments are appropriately secured.



17

Mr. HORN. And we will now move to the next witness, and then
when we finish the witnesses, we will begin the questioning. We
are delighted to have the Honorable James B. Lockhart, III, the
Deputy Commissioner and Chief Operating Officer of Social Secu-
rity, Social Security Administration.

Mr. LoCcKHART. Thank you, Mr. Chairman and Mr. Lewis. Thank
you for inviting me here today to discuss computer security at the
Social Security Administration. Commissioner Barnhart and I be-
lieve that it is indeed a critical “24x7” issue. We recognize that cre-
ating an effective security program is not just a technical issue, but
also an issue that demands the attention of top management.

Today I would like to outline the challenges we face and the sig-
nificant strides our agency has made to further safeguard informa-
tion security. Our approach to computer security is forward-looking
while focusing on continuous monitoring and continuous improve-
ment. The systems challenges we face are substantial. In a typical
workday we interact with about 500,000 people through our field
offices, telephone network, and Internet services. To handle our
workloads we rely on seven mainframe processors based in a na-
tional computer center and on more than 100,000 network-con-
nected work stations in over 1,500 locations throughout the coun-
Ery. These computers process more than 35 million transactions a

ay.

Our Chief Security Officer sets agency policy for information se-
curity. That position was recently elevated to report directly to the
Chief Information Officer, who reports directly to the Commis-
sioner and myself. The CIO reports to the Commissioner annually
on the state of security in SSA, but in reality it’s really a regular
agenda item at all our executive staff meetings and also at the Ex-
ecutive Internal Control Committee which I chair.

We have made President Bush’s management agenda including
E-government and a specific security measure part of our new Sen-
ior Executive Service Performance System. We have also incor-
porated a performance measure in our annual performance plan.
Systems security has been integrated into our systems development
life cycle for more than 15 years. However, in the last year we've
begun a number of improvements to ensure that the security pro-
gram remains responsive to evolving technology and
vulnerabilities.

Systems intrusions are one major area of concern. Social Security
uses a variety of proactive measures plus individual testing—inde-
pendent testing and evaluation of security controls to detect and
prevent attempted intrusions. For example, we use state-of-the-art
software that registers, restricts, and records user access to data.
It also determines what function a person can do once they have
access to the data. Passwords are changed every 30 days. The soft-
ware allows Social Security to audit usage and provides a means
to investigate allegations of misuse. At least once a month we also
scan every work station, telephone, and system platform for compli-
ance.

Social Security’s commitment to information security is really
shared throughout the whole organization. It is really part of the
Social Security culture that is reinforced through training and fre-
quent communications. Frontline employees know to contact the
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agencywide help desk when a virus or intrusion is suspected. The
help desk quickly contacts the “first response group,” comprised of
both senior management and technical staff, who can rapidly mobi-
lize appropriate resources.

Social Security has a strong critical infrastructure protection
process to assure Agency business processing function despite ca-
tastrophes. The program includes project matrix reviews, audits
risk assessments, remediation plans and related training.

Congress has greatly helped to raise awareness of information
security. The Government Information Security Reform Act of 2000
furthered the agenda of systems security by providing for an as-
sessment and reporting mechanism. We completed our annual se-
curity self-assessment in September of this year. We actually hired
an independent technology consulting firm to look at our self-as-
sessment, and they concurred with our self-rating and were im-
pressed with our security program. Social Security’s inspector gen-
eral’s review stated that we met the GISRA requirements and
made improvements since last year. However, as we all know,
there is always room for further improvement.

In conclusion, Commissioner Barnhart and all of us at Social Se-
curity recognize that system security is not a onetime task but an
ongoing mission. We know we must be vigilant to ensure that per-
sonal records remain secure, taxpayer dollars are protected, and
public confidence in Social Security is maintained.

I would also like to thank you, Mr. Chairman, for your work over
the years in improving awareness of the importance of not only sys-
tem security, but also a wide range of program stewardship issues
such as financial accounting and reporting debt collection and Y2K.
I can assure you that we will continue to work with this sub-
committee to help protect the information security of the American
people for which we are stewards. I will be happy to answer any
questions later.

Mr. HORN. Thank you. And I will hope that there will be excel-
lent people in this, both for the minority and the majority. So
thank you. Keep the heat on this subcommittee and vice versa.

Mr. LoCKHART. Yes Mr. Chairman.

[The prepared statement of Mr. Lockhart follows:]
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w01, Chairman and Members of the Subcommittee:

Thank you for inviting me here today in my first appearance before this subcommittee to discuss computer
security at the Social Security Administration (SSA). Commissioner Barnhart and I appreciate your interest in
systems security, which is a critical issue. She has made service and stewardship key elements of our strategy
to effectively administer our programs; systems security is a key stewardship element and it requires continuous
improvement, a "24 x 7" mentality.

SSA has always recognized the importance of protecting the privacy of the people we serve and ensuring the
integrity and acciracy of the records we keep and the payments we make. The Social Security Board’s first
regulation, published in 1937, dealt with the confidentiality of SSA records. For more than 65 years, SSA has
honored its commitment to the American people to maintain the confidentiality of our records. A natural
outgrowth of our emphasis on privacy is a strong commitment to computer security.

We dt SSA clearly recognize that the information technology environment is one of constant change due to
rapid progress in systems technology and systems security issues that are generated as a result. We continue to
be proactive and forward looking in meeting the challenges of this ever-changing environment. We routinely
interface with other government agencies and with private and public information technology specialists, to
ensure that we stay ahead of developments in this rapidly expanding field.

Building on this strong foundation, I believe we have made significant strides this year in putting in place
1ditional safeguards that will strengthen the security of the information SSA processes and maintains. Today I
%ould like to discuss those safeguards.

Security is a Management Function, Not a Technical Issue

We recognize that creating an effective security program is a management function, and not simply an issue of
technical implementation. It demands the attention of our top management. During the course of the last year,
Commissioner Barnhart has taken steps to ensure that information security is receiving this level of attention in
order to emphasize the importance of making this a priority for every Agency employee. Information security

has been made a routine agenda item for the executive staff and has been incorporated into other processes that
routinely receive executive-level attention.

Most importantly, information security responsibilities have been realigned to bring the Chief Security Officer
under the auspices of SSA’s Chief Information Officer (CIO). The Chief Security Officer is responsible for
setting Agency policy for information security and for leading and coordinating information technology (IT)
physical security policy. The IT budget has also been moved directly under the CIO.

Earlier this month, Commissioner Barnhart announced the appointment of Thomas Hughes as the new CIO for
the Agency. Mr. Hughes has an extensive background as a business technology executive and has worked in
both the public and private sector including Pricewaterhouse Coopers, and General Dynamics. I am sure he will
be a valuable addition to our security team and an excellent CIO,
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The Deputy Commissioner of Systems, who also directly reports to us, has 3,000 employees with a total budget\
of $280 million as well as outside contractor support funded by SSA's IT budget. Another important group, the
Office of the Deputy Commissioner for Finance, Assessment and Management, oversees physical and
operational systems security.

Systems Challenges

Information technology is intrinsic to our business. The systems challenges at Social Security are large, as we
represent a quarter of the federal budget and pay benefits to over 50 million Americans. In a typical workday
we interact with almost 500,000 people through our field offices, telephone network and Internet service.

The computing environment at SSA is considerable. SSA relies primarily on seven mainframe processors
located in our headquarters' based National Computer Center and a combination of 100,000 plus Microsoft
windows NT desktops and UNIX computers for its core information processing. These computers process over
35 million transactions per day and have access to over eleven terabytes of electronic storage. The Agency
maintains a global network of communications services that electronically exchanges client information
between more than 1500 remote locations and the SSA central processing site.

K
Externally, the telecommunications environment interfaces with other Government agencies, United States
embassies, and State agencies. In addition, SSA has a connection to the Internet to service both internal and
external clients.

Improved Security is an Ongoing Process

Systems security is not a new issue to Social Security. We have been safeguarding our records since we began,
fong before the advent of computers and the technology age. The Agency’s policies and procedures have had
security integrated into the systems development lifecycle for more than 15 years. However, in the last year
SSA has begun implementation of a number of improvements and performance measures in this area to ensure
that the security program remains responsive to evolving technologies, conditions, and vulnerabilities.

Our development of systems security is a process geared towards continuous improvements in each facet of the
program. We begin by planning for the security needed for each new system and determining how to
implement the process. We test the new program thoroughly to determine if it is functioning effectively and
providing the required security. We analyze these test results and, if adjustments are needed, make refinements
until the system functions as planned. We repeat these steps as our systems are changed and refined.

To make sure that our safeguards are adequate, SSA uses a variety of proactive measures plus independent
testing and evaluation of security controls to detect attempted intrusions and prevent them from being
successful.  We conduct a number of continuous monitoring activities—and I am confident you will
understand my reluctance to discuss our specific processes in a public forum. However, we do undergo
rigorous evaluation of these processes.
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$SA contracts annually to have independent security evaluations completed. In FY 2002, the
telecommunications and network infrastructure, all sensitive systems applications, and SSA’s web systems
received testing in addition to the annual network and systems testing and evaluation performed by SSA’s
Inspector General with the support from outside experts.

Modern computer security requires the implementation of sophisticated software and conirol of access to the
system. $SA uses state-of-the-art software that carefully restricts any user access to data. Using this software,
only persons with a "need to know" to perform a particular job function are approved and granted access to
specific kinds of data. Our systems controls not only register and record access, but also determine what
functions a person can do once access is authorized. SSA security personnel assign a computer-generated
personal identification number and an initial password to persons who are approved for access (the person must
change the password every 30 days). This allows SSA to audit and monitor the actions individual employees
take when using the system. These same systems provide a means to investigate allegations of misuse and have
been crucial in prosecuting employees who misuse their authority.

Additionally, we have implemented processes to scan, at least once a mouth, every 5SA workstation {(over
100,000), every telephone, and every systems platform for compliance with Agency standards. I believe that
the scope of this program cannot be matched, and our track record in preventing intrusions demonstrates our
success in implementing an Enterprise-wide security program that is second to none.

SSA's approach to system security must be forward-looking even as we focus on day-to-day continuous

" aprovement. As an example, four years ago, our auditor listed 4 reportable conditions. Last year we were
sown to one. In our just completed FY 2002 audit and the auditor indicated that SSA had made notable
progress in strengthening its security controls by implementing an effective entity-wide security framework
supported by policies and procedures. As recommended, we will continue to implement standard security
configurations on our automated platforms and monitor those settings for compliance, using automated
techniques where possible. We plan to emphasize our monitoring and reporting program in the coming year.
The auditor also noted that contingency planning could be better coordinated among various SSA components;
we will improve the level of coordination in the coming year. Over the past several years, SSA has made
significant progress in strengthening its security program and will continue to do so. The Agency's Executive
Internal Control Committee will monitor progress until all elements of the reportable condition have been
addressed and will ensure that resources are made available to support the improvement efforts.

Morturing a Security Conscious Culture

Of course, SSA’s commitment to information security does not stop with top management. While we nurture 2
security-conscious culture through executive-level attention, we have networks of full-time staff devoted to
systems security stationed throughout the Agency. These front-line employees provide day to day oversight and
control over our computer software in headquarters and centers for security and integrity in each SSA region.

SSA provides information and reminders fo all employees to contact the agency-wide help desk hot line
immediately when a virus or intrusion is suspected. This help desk has procedures for quickly contacting the
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“First Response Group.” This group has senior management members on call in addition to specially trained
technical members of the Systems Response team. The Chief Security Officer and a representative of the
Office of the Deputy C: issioner for Cc ications are members of the First Response Group and provide
the ability to rapidly mobilize the appropriate resources.

We have tried to put in place the authorities, the personnel, and the software controls to prevent penetration of
our systems and to address systems security issues as they surface.

Developing and Implementing Performance Measures

The CIO is required to report to the Commissioner and executive level staff annually on the state of security in
SSA, but inreality it is a regular agenda item at executive staff meetings and the Executive Internal Control
Committee, which T chair. And the way we measure the effectiveness of our security is through performance
measures that provide quantitative feedback. These measures allow us to identify and focus on areas that most
need attention. For example, the CIO performance measure for FY 03 is that no more than 200 workstations,
out 6f over 100,000 workstations would be adversely affected by any security incident, such as a virus. mFY
04, the measure is for no more than 100 workstations affected.

In addition, we have made President Bush's Management Agenda initiatives, including

e-government, performance measures in the Performance Plan for all members of the Senior Executive Service.
We also have a specific measure to: "Safeguard{s] the worl&"orce, infrastructure, and workplace to prepare for
and mitigate negative consequences."

SSA has established specific measures of performance to ensure that program officials have assessed the risk to
operations and assets, assigned the appropriate level of security to protect such operations, and maintain up-to-
date security plans. To ensure this happens, all sensitive systems are reviewed and recertified on an annual basis
by the System Managers and an inter-component Sensitive System Review Board. We have established other
performance measures fo ensure that security controls and techniques are tested and evaluated, and monitor
whether the performance measures have been met.

Deputy Commissioners are responsible for ensuring that each sonsitive system has an up- to-date security
certification. A risk analysis and recertification that each sensitive system has adequate safeguards is required
annually.

Critical Infrastructure Protection Progess

Mr. Chairman, the tragic events of last September 11 stand as an unforgettable reminder that we peed to be
prepared for catastrophic events that may threaten not only our systems security but our physical security and
our abitity to conduct our business with the public.

SSA has in place 2 strong management control program to assure Agency business processes function as
intended. The Critical Infrastructure Protection Process (CIP) creates a comprehensive Agency-wide approach
addressing physical security, continuity of operations, and information systems security. The CIP process
systematically identifies critical functions and the assets that support those functions.
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"he program includes recurring reviews, audits, risk assessments, remediation plans, related training and
~twareness, and other checks and balances designed to protect SSA’s normal business processes in even the
most extraordinary circumstances. Using Project Matrix, 7 of 8 critical assets Step 1 reviews have been
completed. By the end of this year we expect to complete the remaining Step 1 review and half of the Step 2
Teviews.

Congress Has Helped

Congress has helped to raise the level of awareness of the imporiance of information security with the
of the Computer Security Act of 1987, which directed all Federal agencies to establish a designated
Agency-level security official and laid the framework for development of formal security programs,

The Government Information Security Reform Act of 2000 (GISRA) furthered the agenda of systems security
by providing for an assessment and reporting mechanism that ensures that security programs contirue to
improve.

SSA completed its annual security self-assessment for FY 2002, as required by GISRA, this September. We
also engaged a major technology consulting firm to conduct interviews and documentation reviews and
independently determine the validity of our assessment. I am pleased to report that they concurred with the
self-rating of SSA staff and were impressed with the administrative quality, organizational integration, and
technical strength of SSA’s security program. Also, SSA's Inspector General reviews the annual security self-
assessment using our external auditing firm. Their report stated that we met the GISRA requirements, and

~ade improvements since last year. However, as they stated, and as external consultants have said, there are
wfways areas for improvement.

Finally, I would like to thank you, Mr. Chairman for your work over the years in improving awareness of the
importance of not only systems security but also a wide range of program stewardship issues such as financial
accounting and reporting, debt collection, and Y2K. Your work and the work of all the members of the
subcomunittee helps assure the American people that they can continue to rely on SSA’s stewardship of our
programs and that our systems maintain the privacy of the information we hold.

Conclusion

In conclusion, Mr. Chairman, Commissioner Barohart and I, and all other employees of the Social Security
Administration, recognize that systems security is not a one-time task to be accomplished, but an ongoing
mission. Itis a critical component of providing service and stewardship to the American people. We know we
cannot rest on past practice, but must be vigilant in every way we can to assure that these personal records
remain secure, taxpayer dollars are protected, and public confidence in Social Security is maintained.

I can assure you that we will continue to work with the Subcommittee to assure the American people that we are
doing all we can to maintain the security of our computer operations. I will be happy to answer any questions
you may have.
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Mr. HORN. And we now have a longtime friend of this committee,
the Honorable Kenneth M. Mead, Inspector General, Department
of Transportation.

Mr. MEAD. Thank you, Mr. Chairman, Mr. Lewis. Like my col-
leagues and Mr. Lewis, I would like to start by just saying thank
you for so many things over the years. This hearing is—I suppose
the words almost certainly would apply here—one of the last hear-
ings that you’ll be conducting in this capacity. And you’ve truly
been a champion of good government. I think most recently—the
successful transition to Y2K was a triumph of the oversight prac-
tices of this committee and your stewardship—but it’s the full
range of management issues, that inspector general community
will miss you for.

I mentioned Y2K. Actually, computer security has a lot of simi-
larities with the Y2K experience. If you stop and think about it,
Y2K involved a process where you first had to inventory your sys-
tems. You had to identify the vulnerabilities. Then you had to do
a cost-effective risk analysis of what holes needed to be plugged
and you had to set priorities. A big difference, of course, is that in
Y2K we had a date certain to meet. No waivers from anybody. It
was bound to happen. Those were the marching orders.

Here the date is a little less fuzzy, but I think we need to move
forward with the same sense of vigor because of the importance of
the area.

I'd like to summarize where DOT has been, what progress has
been made, and what it needs to do to secure its critical systems.
And the bulk of my testimony is based on the report we recently
issued under GISRA. OMB has it. You have it. The Secretary has
it. And we're pleased with the Departments’ response. DOT’s infor-
mation security program remains a material weakness, as reported
last year, and we're going to recommend that it be reported as such
again this year.

I must say that under Secretary Mineta’s leadership, DOT has
made a strong commitment for improvement and there is notice-
able progress that I can specify, but they have a long way to go.
A notable example of the progress has been that DOT significantly
enhanced defense against intrusions from the Internet. FAA up-
graded increased background collection on its employees.

But there are six areas that DOT needs to focus on and here they
are: First and foremost, as in most things, establish leadership.
DOT does not have a CIO, Chief Information Officer. And, in fact,
in the 6 years since the Clinger-Cohen Act was passed, we’ve had
a CIO for 18 months of that period, and we don’t have one now.
I should say that it’s not for want of active recruiting. But we need
one. And, Mr. Chairman, it’s not only a case of just having a CIO,
someone with that title. The DOT CIO Office, in our judgment,
does not have sufficient authority or controls over the operating di-
visions’ information technology budgets or performance. You know,
DOT is set up—we have about 9 or 10 agencies: FAA, Coast Guard,
the Federal Highway Administration, so forth and so on. But the
operating divisions generally have not in the past been held ac-
countable to answer to the CIO. This will be evidenced in several
of the other points I'm going to illustrate here.
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A second area is securing computer systems against unauthor-
ized intrusions. Several years ago when we reported to this com-
mittee that DOT did not have firewall security. Intruders could
easily gain access to DOT computers systems from the Internet.
Two years ago, we testified that the firewall security was not
strong enough and there were unsecured “back doors” to access
DOT computers. Since then, DOT has enhanced its firewall secu-
rity against unauthorized intrusions from the Internet which are
referred to as the “front door.” But, despite repeated directives
from the Agency’s CIO office, there are still a significant number
of unsecured “back doors.” What are back doors? Back doors are
dial-up modems. They are non-DOT computers that are connected
to those of DOT’s, in many cases, by the hundreds of contractors
that DOT has. We think that’s a significant risk area.

Third, reporting cyber incidents. DOT needs to do a better job in
analyzing reporting major cyber incidents. Last year they reported
25,000 incidents. But most of those were not analyzed or stratified
for degree of seriousness. And most of them, my guess is, were in-
nocent acts of somebody misusing a password or whatever. We also
found, though, that 3 of 10 major incidents we had went unre-
ported to the Federal Computer Incident Response Center. We
think that needs to be strengthened.

Fourth, protect E-government services. DOT needs to better pro-
tect its public Web sites from being attacked. In our audit work,
we identified 450-odd vulnerabilities throughout DOT. Forty per-
cent of them were at FAA, and the Federal Highway Administra-
tion had 113 of them. Of the 450-odd vulnerabilities, Mr. Chair-
man, we would rank about 80 of them as being very serious, mean-
ing that they could allow attackers to take control over DOT Web
sites. DOT, I should note, promptly corrected the vulnerabilities we
identified.

Fifth area, check contractors’ employees background. DOT still
needs to do more in this area. I'm happy to report that FAA has
made progress. I believe it was at a hearing before this and a cou-
ple of other congressional committees where this was a major prob-
lem 3 years ago. Our tests now indicate that about 84 percent of
FAA contractor employees have received background checks versus
just 23 percent 2 years ago. But still the delta between that 84 per-
cent and 100 percent is too significant, in my view. Unfortunately,
other DOT agencies have not made as much progress and their
compliance rate rose only from 13 percent to 14 percent.

And, finally, a major task is to get all DOT’s 561 mission-critical
systems certified for adequate security. The current date for doing
that is set at December 2005. This challenge is particularly similar
to Y2K. Right now, we have completed the security assessment—
not we, the DOT, of 123 of 561 systems. They have a long way to
go. And I'm a little concerned about the date of December 2005
being several years away. I'd like to see this process be accelerated
but it’s going to require top management commitment to put the
pressure on.

And finally, Mr. Chairman, I'd like to say a word about the role
for inspector general and GAO. And I think this is alluded to in
Mr. Forman’s written statement. I'm concerned that too much reli-
ance is being placed on the inspector generals and GAO to identify
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vulnerabilities. As I noted, we identified 450-odd of them. Those
were plugged when we identified them. But you don’t want to rely
on your inspector generals or GAO to identify all the
vulnerabilities. Inspector generals are fairly small operations.
We'’re supposed to audit. We are not in the business of running the
security program. I'm pleased to report that I think under Sec-
retary Mineta’s leadership this is beginning to change at DOT, but
it needs to change in a much larger way. Thank you.

Mr. HORN. Thank you, and we appreciate the thoughts you have
there and we’ll get to that a little later.

[The prepared statement of Mr. Taylor follows:]
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Mr. Chairman and Members of the Committee. On behalf of the US Department of
Transportation (US DOT) let me thank you for this opportunity to discuss our IT Security
Program. For the purposes of today’s hearing, I will provide the Committee with an
overview of US DOT’s Information Technology (IT) Security Program, our progress in
FY2002, and our plans for improvements in Fiscal Year 2003. I would like to first
acknowledge the role you have played in the last decade on IT Security issues. Through
your attention to this issue we have all witnessed a substantial increase in attention and
efforts to improve visibility of the IT Security problem. While we still have some
challenges to overcome within the US Department of Transportation, I am pleased to
report today that we are demonstrating progress. We believe we now have a sound cyber
security strategy to guide the department and to prioritize our activities. We also believe
that we have made solid progress during 2002. That said, we are fully aware that this
"Rome" will not be built in a day. We have an aggressive program for 2003, and we are
laying the groundwork for effons that will take additionél years and resources to fully
address the cyber security challenge facing our department and our nation. Therefore, I
am pleased to report that we are demonstrating progress due in large part to your

leadership
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Background

The US Department of Transportation (US DOT), based on the leadership and
commitment of Secretary Mineta, has made significant efforts to improve our IT Security
program over the past several years. The enactment of the Government Information
Security Reform Act of 2000, along with the events of September 11, 2001, have resulted
in a renewed priority and focus on this program. In particular, GISRA has provided
insightful guidance and a performance-based reporting process that has assisted us in
making IT Security a top priority in the Department. In 2001, US DOT demonstrated a
commitment to the IT Security program by hiring a Senior Executive, selected from a
pool of over 60 applicants representing IT Security experts in both Government and
Industry, to lead the US DOT IT Security Program. She has an extensive background in
IT Security. She has served as a US Army Miﬁtary Intelligence Officer, as a Director
and Vice-President in various IT Security consulting firms, and as a Senior Manager
with Ernst & Young LLP, and has over 16 years of experience in designing IT Security
programs and solutions for both Government agencies and financial servicgg mstl}utlons
In conjunction with her hiring, the Department embarked on a thorough assessment,
using the NIST 800-26 staﬁdards, of the IT security posture of our 15 Operating
Administrations (OA) I to identify and assess our IT Security risks as a part of both the
FY2001 and the FY2002 GISRA process. As you know, the breadth of our Information

Technology portfolio is vast, consisting of thousands of systems supporting mission

1 For the purposes of this document, the term “Operating Administration (OA)” refers to the following 15
organizations, including the Office of the Secretary (OST), the Bureau of Transportation Statistics (BTS), the
Surface Transportation Board (STB), the Transportation Administrative Service Center (TASC); and then 11 OAs,
L., Federal Aviation Administration (FAA), Federal Highway Administration (FHWA), Federal Motor Carrier
Safety Administration (FMCSA), Federal Railroad Administration (FRA), Federal Transit Administration (FTA),
Maritime Administration (MARAD), National Highway Traffic Safety Administration (NHTSA), Research and
Special Programs Administration (RSPA), Saint Lawrence Seaway Development Corporation (SLSDC),
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critical safety, security, and economic mobility business operations. Consequently, this
assessment was a substantial accomplishment for the Department, and allowed us to
recognize a baseline from which to begin implementing change. Based on the
weaknesses identified during these reviews by the US DOT Office of the Chief
Information Officer (OCIO), the Operating Administrations, the US DOT Inspector
General, and the General Accounting Office, and feedback from OMB, US DOT
developed and gained executive approval to execute an enterprise-wide, comprehensive
FY 2002 Agency Security Plan that was embraced by all Operating Administrations.
This was the cornerstone of our strategy to improve IT Security — ensuring that the
previously divergent Operating Administrations collaborated to jointly develop and
execute this plan. Within the department, our Operating Administrations philosophically
converged and committed to a shared vision and set of goals for improving the IT
Security program in FY2002. In fact, the Federal Aviation Administration (FAA)
assumed a key leadership role on behalf of the Department by leading an IT Security
subcommittee under the Department’s CIO Council to establish these goals.
Additionally, the DOT OCIO and the Inspector General formed a collaborative
relationship that contributed to identifying the weaknesses in our program, and
establishing the strategy for improvements. The consensus goals for the FY 2002 US
DOT IT Security Program were to: Increase senior executive visibility and commitment
to the IT Security program; ‘Establish a comprehensive Performance Measurement
Program that mapped IT security program performance to the President’s Management
Agenda; Conduct specialized training for personnel performing IT Security duties;

Integrate IT Security into the Capital Planning and Investment Control (CPIC) process;
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Establish a comprehensive incident reporting program; and Focus on implementing
network and perimeter security controls. The Department has accomplished the
following in FY 2002 as a result of executing this plan, which was driven by
accomplishing the first goal: gaining a renewed executive commitment to the US DOT
1T Sepun'ty Program from the Secretary, his staff, and the Heads of our Operating
Administrations. The Secretary personally designated May, 2002 as the Department’s
First Annual Computer Security Month, established awards for achievements in IT
Security for individuals, and supported attendance at a scheduled awareness event for the
executive staff. The second goal accomplished by the US DOT was the development of
a comprehensive IT Security Performance Measurement (IT SPM) program to identify
and track quantifiable results related to key IT security metrics. The results from our
FY2001 and FY2002 GISRA assessments served as the baseline from which progress
was measured. The results of this program indicated that in FY2002, the Department
made noteworthy improvement in reducing IT security program related weaknesses and
by reducing vulnerabilities, and thus risks, in our primary demilitarized zone (DMZ).
Our third goal was to institute a robust training and awareness program, focused on
developing and providing specialized training to IT security personnel. Based on this
program, US DOT provided awareness training to the majority of our employees, and
provided specialized training in certification and accreditation (C&A) and network
security to the majority of tﬁe Agency-level Information Systems Security Officers
(ISSO). Additionally, the program provided a specialized, hands-on 5-day training
course to more than 74 departmental systems administrators. Our fourth goal was to

develop and began implementing a comprehensive policy for integrating IT security into

Page 4



32

the CPIC process. The policy, effective June 2002, prescribed that Agency ISSOs
participate as members of the CPIC review board; the policy also outlined the
requirements for IT security in each phase of the CPIC and the system development life
cycle, and it stipulated a methodology for estimating security costs. The implementation
of this policy began with the FY 2004 budget process, where all applicable programs
incofporated security percentages. Our fifth goal was to develop and execute an Incident
Reporting Policy Memorandum and begin reporting incidents on a weekly basis to the
Federal Computer Incident Response Center (FedCIRC), the National Infrastructure
Protection Center (NIPC) and other law enforcement agencies as required. In addition,
the Department continued to implement intrusion detection systems (IDS) at critical
access points throughout the US DOT backbone and on the local area network of the
National Highway Traffic Safety Administration (NHTSA), Research and Special
Programs Administration (RSPA) and the FAA. Although the focus in FY2002 was
network/perimeter security, DOT/FAA continues to certify and authorize mission critical
systems deployment while addressing these new, complex cyber threats at the electronic
boundary of the DOT enterprise. The Department published comprehensive network
security guidelines and began a Web server vulnerability testing program in the US DOT
DMZ. Based on this program, vulnerabilities decreased by a large percentage. In
addition, the Department continuously looked for opportunities to leverage a “buy once,
service many” philosophy. For example, the US DOT established a contract for an
enterprise-wide vulnerability scanning tool that was made available to all Operating
Administrations. This contract was the result of an FAA product testing effort, and

provided all Operating Administrations with an effective, low cost, cross cutting solution
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for vulnerability identification, management and risk tracking, and remediation.
Although we made great progress in FY2002, US DOT also acknowledges several areas
as opportunities for continuous improvement in the IT Security Program. IT funding
must be prioritized to ensure that IT security weaknesses are appropriately funded. In
addition, these weaknesses also illustrate a requirement to focus our attention from
improving perimeter and network security to a more system-centric approach in the FY
2003 Agency Security Plan. Increased emphasis needs to be placed on program
integration and resulting system-level reporting and control effectiveness, including the
development of an improved system inventory methodology, Certification and
Accreditation guidance, and improved levels of reviews of mission critical IT systems.
Although process improvements have been made in vulnerability testing, US DOT will
be expanding this program to include all Web servers and to internal systems in the
upcoming year, and to conduct periodic compliance reviews. External connections,
including dial-up, need to be thoroughly reviewed and secured, and contracts must be
modified to specify that Application Service Providers and other partners must meet US
DOT personnel and IT security policy and guidance prior to connecting to or hosting a
US DOT site. Although there have been improvements in US DOT’s Incident Reporting
and Response Program, additional guidelines will be implemented to ensure consistency
in the process. Based on the identification of the weaknesses indicated above, US DOT
has established the following goals and objectives for FY 2003-2004. US DOT plans to
develop and implement a standard methodology for IT system inventory and implement
an established system review process. Additionally, by the end of FY 2003, US DOT

plans to have completed system reviews for an increased number of US DOT mission
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critical IT systems. US DOT is also implementing consistent incident detection and
reporting capabilities Department-wide, and through the FAA is collaborating with
FedCIRC and other leading agencies on methods to more rapidly share incident and
cyber-threat data. US DOT will also be designing a common access control architecture
to improve system-level access controls in collaboration with the government-wide e-
Authentication initiative. With the adoption of the enterprise-wide tool, vulnerability
testing and reporting will be expanded to a larger percentage of US DOT IT systems. US
DOT is also planning on completing integration with the Enterprise Architecture process
and incorporating process improvements into the CPIC based on lessons leamed from the
FY 2004 budget process. US DOT will continue to participate in Project Matrix and the
upcoming FedCIRC patch management system. The Department also looks forward to
continued participation in the Executive Branch Information Systems Security
Committee (EBISS) and the e-Authentication initiative, and in other opportunities where
the Federal Government can obtain performance and cost efficiencies through
collaborative projects. While many improvements have been made in our IT Security
program over the past year, the fact is that systemic improvements will only occur if IT
resources for security are éppropriately prioritized and integrated into systems and
programs. The department acknowledges that effective management, IT capital planning
integration, strategic planning, and identification of security gaps is the baseline for
establishing a solid IT Security program. I trust that you will derive from my remarks an
understanding of the effoﬁs the US DOT has taken to improve our IT Security program,
and the commitment of Secretary Mineta to continue to focus on this critical program.

We appreciate your leadership, and that of the Committee, for helping us achieve our
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goals and allowing us to share information that we feel is crucial to the protection of our

Department’s information technology resouices.
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Mr. HORN. We now have Richard D. Pethia, and he is the Direc-
tor of the CERT Coordination Center of Carnegie Mellon, and
you’ve been very helpful to this subcommittee over the last decade
and a half. And you might want to put on the record, what does
CERT mean? And we would be glad to hear from you.

Mr. PETHIA. Thank you. Mr. Chairman and members of the sub-
committee, thank you for the opportunity to testify on computer se-
curity issues. And Mr. Chairman, thank you especially for helping
us all focus on this important IT-related topic.

My perspective comes from the work that we do at the CERT,
the Computer Emergency Response Team, where since 1988 we
have handled over a 170,000 separate computer security incidents
and catalogued more than 8,000 computer vulnerabilities. During
that time, the Internet has changed dramatically and computers
have become such an integral part of American government and
business that computer-related risks cannot be separated from na-
tional defense, general safety, health business and privacy risk.
Valuable government and business assets along with personal in-
formation, critical services, are now at risk over the Internet. Our
increasing dependency on these network systems is being matched
by increasing the number of attacks aimed at those systems.

The CERT Coordination Center alone, one of only over 200 inci-
dent response teams globally, has seen a dramatic increase in the
number of incidents reported over just the last 4 years, from 3,700
in 1998 to over 53,000 in 2001; and at the current reporting rates,
2002 will top 100,000 separate incidents. These attacks are aimed
at systems across government and industry, and have led to loss
and compromise of sensitive data, loss of productivity, system dam-
age, financial loss, and loss of reputation and customer confidence.
Virus and worm attacks alone have resulted in hundreds of mil-
lions of dollars of loss in just the last 12 months.

Most threatening of all is the link between cyber space and phys-
ical space. Supervisory control and data acquisition systems are
used to control power grids, water treatment and distribution sys-
tems, oil and chemical refineries, and other physical systems. In-
creasingly, these control systems are being connected to commu-
nications links and networks to reduce operational costs by sup-
porting remote maintenance and remote control functions. These
systems are potential targets of individuals bent on causing mas-
sive disruption and physical damage. This is not theory. Actual at-
tacks have caused major operational problems in Australia, for ex-
ample, where attacks against sewage plants have led to the release
of hundreds of thousands of gallons of sewage sludge.

The Internet has become a virtual breeding ground for attackers.
Intruders share information about vulnerable sites, vulnerabilities
in the technology and attack tools. Internet attacks are difficult to
trace. The protocols make it easy for attackers to hide their iden-
tity and location on the network. The number of cyber attackers
that have been identified and prosecuted is minuscule compared to
the number of security incidents that are reported on an ongoing
basis.

Our systems are vulnerable. Last year we received 2,400 vulner-
ability reports, reports of weaknesses in pieces of software, and we
expect to receive over 4,300 reports by the end of this year. These
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vulnerabilities are caused by security weak design and develop-
ment practices. With this number of vulnerabilities, fixing vulner-
able systems is deemed difficult. System and network administra-
tors are in a hard spot. It is often months or years before patches
are implemented on the vulnerable computers, and we often receive
reports even years after the fact of attacks of vulnerabilities that
have been in fact known for 2 or 3 years.

And at the same time, the attack technology is advancing. Today,
intruders use worm technology and other automated methods to
reach tens of thousands of computers in minutes, where it once
took weeks or months.

Working our way out of this vulnerable position will require a
multipronged approach:

First, higher quality products. Good software engineering prac-
tices can dramatically improve our ability to withstand attacks.
The solution is going to require a combination of virus-proof soft-
ware, reducing implementation errors by at least two orders of
magnitude over today’s levels, and requiring that vendors ship
products with high security default configurations. We encourage
the government to use its buying power to demand such higher-
quality software.

Acquisition processes must place more emphasis on security
characteristics, and we suggest using code integrity clauses that
hold vendors more accountable for defects in their release products.
Acquisition professionals should be trained in current government
security regulations and policies, but also in the fundamentals of
security concepts and architecture. It’s important that these people
understand not only how to work within the letter of the law but
also the spirit of the law to get the quality of software that we re-
quire in our national systems.

Also needed is wider adoption of security practices. Senior man-
agement attention here is important. Senior management must in-
crease its involvement with visible endorsement of security im-
provement efforts and the provision of the resources needed to im-
plement the required improvements. For the long term, research is
also essential to seek fundamental technological solutions and pre-
ventive approaches. Needed in the long term is a unified and inte-
grated framework for all information assurance analysis, rigorous
methods to quantifiably assess and manage risks, quantitative
techniques to determine the cost/benefit of risk mitigation strate-
gies, and simulation tools to analyze the cascade effects of attacks,
accidents, and failures across interdependent systems.

The Nation as a whole requires more qualified technical special-
ists. Government scholarship programs that have started are a
good step in the right direction, but they need to be expanded over
the next 5 years to build the university infrastructure we need for
the long-term development of trained security professionals.

Also needed is more awareness and training for all Internet secu-
rity users, with special emphasis paid to students in grade schools
who can begin to understand the ethics of use of these wide area
networks as they understand ethics in other kinds of situations.

In conclusion, security incidents are almost doubling each year,
and attack technology will continue to evolve to create attacks that
are even more virulent and damaging. Solutions are not simple but
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must be pursued aggressively to allow us to keep our information
infrastructures operating at acceptable levels of risk. We can make
significant progress by making changes in software design and de-
velopment practices, giving more management support to risk man-
agement activities, increasing the number of trained system man-
agers and administrators, and improving the level of knowledge of
all users, and increasing research under secure and survivable sys-
tems. Thank you.
[The prepared statement of Mr. Pethia follows:]
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Introduction

Mr. Chairman and Members of the Subcommittee:

My name is Rich Pethia. I am the director of the CERT® Centers. Thank you for the opportunity
to testify on computer security issues that affect the government. Today I will discuss the
vulnerability of information technology on the Internet, including information about recent
security trends, and steps I believe we must take to better protect our critical systems from future
attacks.

My perspective comes from the work we do at the CERT Centers, which are part of the
Survivable Systems Initiative of the Software Engineering Institute, a federally funded research
and development center operated by Carnegie Mellon University. We have 14 years of experience
with computer and network security. The CERT Coordination Center (CERT/CC) was
established in 1988, after an Internet “worm” became the first Internet security incident to make
headline news, acting as a wake-up call for network security. In response, the CERT/CC was
established at the SEI The center was activated in just two weeks, and we have worked hard to
maintain our ability to react quickly. The CERT/CC staff has handled well over 173,000 incidents
and cataloged more than 8,000 computer vulnerabilities.

The CERT Analysis Center, established just two years ago, addresses the threat posed by rapidly
evolving, technologically advanced forms of cyber attacks. Working with sponsors and
associates, the CERT Analysis Center collects and analyzes information assurance data to
develop detection and mitigation strategies that provide high-leverage solutions to information
assurance problems, including countermeasures for new vulnerabilities and emerging threats. The
ultimate goal of this work is to predict technologically sophisticated cyber attacks and develop
defensive measures to protect against them before they are launched. The CERT Analysis Center
builds upon the work of the CERT Coordination Center.

The CERT Centers are now recognized by both government and industry as a neutral,
authoritative source of data and expertise on information assurance. In addition to handling
reports of computer security breaches and vulnerabilities in network-related technology, we
identify preventive security practices, conduct research, and provide training to system
administrators, managers, and incident response teams. More details about our work are attached
to the end of this testimony (see Survivable Systems Initiative).

The Growing Risk

Government, commercial, and educational organizations depend on computers to such an extent
that day-to-day operations are significantly hindered when the computers are “down.” Currently,
many of the day-to-day operations depend upon connections to the Internet and other
interconnected networks, and new connections are continuously being made. The Internet
Domain Survey (http://www.isc.org/ds/) reports that the Internet grew from 109 million
computers in January 2001 to more than 147 million in January 2002.

Computers have become such an integral part of American government and business that
computer-related risks cannot be separated from national defense, general safety, health, business,
and privacy risks. Valuable government and business assets, along with critical services, are now
at risk over the Internet and other information infrastructures. For example, citizen and personnel
information may be exposed to intruders. Public safety services, health services, defense
operations, and commerce conducted over the networks can be disrupted. Financial data,
intellectual property, and strategic plans may be at risk. The widespread use of databases
threatens the privacy of individuals. Increased use of computers in safety-critical applications,
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including the storage and processing of medical records data, increases the chance that accidents
or attacks on computer systems can cost people their lives.

Today there is rapid movement toward increased use of interconnected networks for a broad
range of activities, including defense, commerce, education, entertainment, operation of
government, and supporting the delivery of safety, health, and other human services. Although
this trend promises many benefits, it also poses many risks. Techniques that have worked in the
past for securing systems are not effective in the current world of networks without well-defined
boundaries, mobile computing, distributed applications, and dynamic computing. It is easy to
exploit the many security holes in our networks and in the software commonly used in
conjunction with it; and it is easy to hide the true origin and identity of the people doing the
exploiting. Many of our information systems are easily accessible to anyone with a computer and
a network connection. Individuals and organizations worldwide can reach any point on the
network without regard to national or geographic boundaries.

The Growing Threat

Our increasing dependency on these networked systems is being matched by an increase in the
number of attacks aimed at these systems. The CERT Coordination Center alone, one of more
than 200 computer security incident response teams globally, has seen a dramatic increase in
incidents reported over the last four years: from 3,734 incidents reported in 1998 to over 52,000
incidents reported in 2001. At current rates, the number of incident reports for 2002 is estimated
to top 97,000. Other teams are reporting similar growth in the number of incidents reported to
them.

These attacks have been aimed at systems across government and industry and have led to loss
and compromise of sensitive data, system damage, lost productivity because of system down
time, financial loss, and loss of reputation and customer confidence. Virus and worm attacks
alone have resulted in hundreds of millions of dollars of loss in just the last twelve months.

‘While many of the attacks on the Internet today could be classified as nuisance activities, there is
growing evidence that criminals and terrorists view the Internet as a tool to reach their goals.

The capabilities and opportunities provided by the Internet have transformed many legitimate
business activities, augmenting the speed, ease, and range with which transactions can be
conducted while also lowering many of the costs. Criminals have also discovered that the Internet
can provide new opportunities and multiple benefits for illicit business. The dark side of the
Internet involves not only fraud and theft, pervasive pornography and pedophile rings, but also
drug trafficking and criminal organizations that are more concerned about exploitation than the
kind of disruption that is the focus of the more general intruder community.

Cyber Space and Physical Space Are One

Most threatening of all is the link between cyber space and physical space. Supervisory control
and data acquisition (SCADA) systems and other forms of networked computer systems have for
years been used to control power grids, gas and oil distribution pipelines, water treatment and
distribution systems, hydroelectric and flood control dams, oil and chemical refineries, and other
physical systems. Increasingly, these control systems are being connected to communications
links and networks to reduce operational costs by supporting remote maintenance, remote control,
and remote update functions. These computer-controlled and network-connected systems are
potential targets of individuals bent on causing massive disruption and physical damage.
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This is not just theory; actual attacks have caused major operational problems. Attacks against
wastewater treatment systems in Australia, for example, led to the release of hundreds of
thousands of gallons of sludge.

A recent article in the Washington Post' reports that our growing dependence on computer-
controlled and network-connected infrastructures—and the damage that could result from cyber
attacks against those infrastructures—has not gone unnoticed by terrorist organizations. As the
article reports: “...U.S. investigators have found evidence in the logs that mark a browser’s path
through the Internet that al Queda operators spent time on sites that offer software and
programming instructions for the digital switches that run power, water, transport, and
communications grids.” And “...al Queda prisoners have described intentions, in general terms,
to use those tools.”

The Internet is Attractive to Attackers

Compared with other critical infrastructures, the Internet seems to be a virtual breeding ground
for attackers. There is (loosely) organized attack tool development in the intruder community,
with only a few months elapsing between “beta” software and active use in attacks. Moreover,
intruders take an open-source approach to development. There are parallels with open system
development: many developers and a large, reusable code base.

Intruders are also developing techniques to harness the power of hundreds of thousands of
vulnerable systems on the Internet. Using what are called distributed-system attack tools,
intruders can harness a large number of compromised computers simultaneously, focusing all of
them to attack one or more victim computers or networks. In addition, sophisticated developers of
intruder programs package their tools into user-friendly forms and take advantage of the Internet
to make them widely available. As a result, even technically unsophisticated intruders can use
them to cause serious damage.

Unfortunately, Internet attacks in general, and denial-of-service attacks in particular, remain easy
to accomplish, hard to trace, and a low risk to the attacker.

Internet Attacks Are Easy

Both the nature of Internet users and the nature of the Internet itself make attacks easy. Internet
users place unwarranted trust in the network. It is common for sites to be unaware of the amount
of trust they actually place in the infrastructure of the Internet and its protocols. The Internet was
originally designed for robustness from attacks or events that were external to the Internet
infrastructure; that is, physical attacks against the underlying physical wires and computers that
make up the system. The Internet was not designed to withstand internal attacks—attacks by
people who are part of the network; and now that the Internet has grown to encompass so many
sites, hundreds of millions of users are effectively inside the network.

The Internet is primarily based on protocols (rules and conventions) for sharing electronically
stored information, and a break-in is not physical as it would be, for example, in the case of a
power plant. It is one thing to be able to break into a power plant, cause some damage, then
escape. But if a power plant were like the Internet, intruders would be able to stay inside the plant
undetected for weeks. They would come out at night to wander through the plant, dodging a few

! “Terrorists at Threshold of Using Internet as Tool of Bloodshed, Experts Say,” Washington Post, 27 June
2002.
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guards and browsing through offices for sensitive information. They would hitch a ride on the
plant’s vehicles to gain access to other plants, cloning themselves if they wished to be in both
places at once. The openness of the network and the availability of easy access provide intruders
with many paths to successful attacks.

Internet Attacks Are Difficult to Trace

Internet protocols make it easy for attackers hide their identity and location on the network.
Information on the Internet is transmitted in packets, each containing information about the origin
and destination—senders provide their return address, but they can lie about it. Most of the
Internet is designed to merely forward packets one step closer to their destination with no attempt
to make a record of their source. Unlike traditional paper mail, there is not even a postmark to
indicate generally where a packet originated. It requires close cooperation among sites and up-to-
date equipment to trace malicious packets during an attack.

Moreover, the Internet is designed to allow packets to flow easily across geographical,
administrative, and political boundaries. Consequently, cooperation in tracing a single attack may
involve multiple organizations and jurisdictions, most of which are not directly affected by the
attack and may have little incentive to invest time and resources in the effort.

This means that it is easy for an adversary to use a foreign site to launch attacks against U.S.
systems. The attacker enjoys the added safety of the need for international cooperation in order to
trace the attack, compounded by impediments to legal investigations. It is common to see U.S.-
based attackers gain this safety by first breaking into one or more foreign sites before coming
back to attack their desired target in the U.S.

Internet Attacks Are Low Risk

Failed attempts to break into physical infrastructures involve a number of federal offenses; such
events have a long history of successful prosecutions. This is not the case for Internet intrusions.
Because attacks against the Internet typically do not require the attacker to be physically present
at the site of the attack, the risk of being identified is reduced. In addition, it is not always clear
when certain events should be cause for alarm. For example, what appear to be probes and
unsuccessful attacks may actually be the legitimate activity of network managers checking the
security of their systems. Even in cases where organizations monitor their systems for illegitimate
activity, which occurs in only a small minority of Internet-connected sites, real break-ins often go
undetected because it is difficult to identify illegitimate activity. In the case of cross-site scripting,
web users trigger malicious code without even knowing they have done so, and web sites can
unknowingly pass the code along. Finally, as mentioned earlier, because intruders cross multiple
geographical and legal domains, there are difficult legal issues involved in pursuing and
prosecuting them.

Our Systems are Vulnerable

Last year, the CERT/CC received 2,437 vulnerability reports, more than double the number of the
previous year. In the first three quarters of 2002, we have already received 3,222 reports and
expect over 4,300 reports by the end of this year. These vulnerabilities are caused by software
designs that do not adequately protect Internet-connected systems and by development practices
that do not focus sufficiently on eliminating implementation flaws that result in security
problems.

There is little evidence of movement toward improvement in the security of most products;
software developers do not devote enough effort to applying lessons learned about the causes of
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vulnerabilities. We continue to see the same types of vulnerabilities in newer versions of products
that we saw in earlier versions. Technology evolves so rapidly that vendors concentrate on time to
market, often minimizing that time by placing a low priority on the security of their products.
Until customers demand products that are more secure or there are changes in the way legal and
liability issues are handled, the situation is unlikely to change.

Additional vulnerabilities come from the difficulty of securely configuring operating systems and
applications software packages. These products are often shipped to customers with security
features disabled, forcing the technology user to go through the difficult and error-prone process
of properly enabling the security features they need. While the current practices allow the user to
more quickly use the product and reduce the number of calls to the product vendor’s service
center when a product is released, it results in many Internet-connected systems that are
misconfigured from a security standpoint.

Attack Technology is Advancing

CERT/CC experience shows that there has been a steady advance in the sophistication and
effectiveness of attack technology. Intruders quickly develop exploit scripts for vulnerabilities
discovered in products. They then use these scripts to compromise computers and, as mentioned
earlier, share these scripts so that more attackers can use them. These scripts are combined with
other forms of technology to develop programs that automatically scan the network for vulnerable
systems, attack them, compromise them, and use them to spread the attack even further.

These new attack technologies are causing damage more quickly than those created in the past.
The Code Red worm spread around the world faster in 2001 than the so-called Morris worm
moved through U.S. computers in 1988, and faster than the Melissa virus in 1999. With the Code
Red worm, there were days between first identification and widespread damage. Just months
later, the Nimda worm caused serious damage within an hour of the first report of infection.

In the past, intruders found vulnerable computers by scanning each computer individually, in
effect limiting the number of computers that could be compromised in a short period of time.
Now intruders use worm technology to achieve exponential growth in the number of computers
scanned and compromised. They can now reach tens of thousands of computers in minutes where
it once took weeks or months.

This fast exploitation limits the time security experts like those at the CERT/CC have to analyze
the problem and warn the Internet community. Likewise, system administrators and users have
little time to protect their systems.

Fixing Vulnerable Systems is Difficult

With an estimated 4,000 (and climbing) vulnerabilities being discovered each year, system and
network administrators are in a difficult situation. They are challenged with keeping up with all
the systems they have and all the patches released for those systems. Patches can be difficult to
apply and might even have unexpected side effects: We have found that, after a vendor releases a
security patch, it takes a long time for system administrators to fix all the vulnerable computer
systems. It can be months or years before the patches are implemented on 90-95 percent of the
vulnerable computers. For example, we still receive reports of outbreaks of the Melissa virus,
which exploits vulnerabilities that are more than three years old.
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There are a variety of reasons for the delay. The job might be too time-consuming, too complex,
or just given too low a priority for the system administration staff to handle. With increased
complexity comes the introduction of more vulnerabilities, so solutions do not solve problems for
the long term—system maintenance is never-ending. Because many managers do not fully
understand the risks, they neither give security a high enough priority nor assign adequate
resources. Exacerbating the problem is the fact that the demand for skilled system administrators
far exceeds the supply.

Even in an ideal situation, conscientious system administrators cannot adequately protect their
computer systems because other system administrators and users, including home users, do not
adequately protect their systems. Incident reports to the CERT/CC indicate that many people do
not keep their anti-virus software up to date; and they do not apply patches to close
vulnerabilities. Computers on the Internet are extremely interdependent. The security of each
system on the Internet affects the security of every other system.

Reactive Solutions Have Limited Effectiveness

For the past 14 years, we have relied heavily on the ability of the Internet community as a whole
to react quickly enough to security attacks to ensure that damage is minimized and attacks are
quickly defeated. Today, however, it is clear that we are reaching the limits of effectiveness of
our reactive solutions. While individual response organizations are all working hard to streamline
and automate their procedures and are working together to better coordinate activities, a number
of factors have combined to limit the effectiveness of reactive solutions:

o  The number of vulnerabilities in commercial off-the-shelf software is now at the level
that it is virtually impossible for any but the best resourced organizations to keep up with
the vulnerability fixes.

e The Internet now connects over 162,000,000 computers and continues to grow at a rapid
pace. At any point in time, there are hundreds of thousands of connected computers that
are vulnerable to one form of attack or another.

e Attack technology has now advanced to the point where it is easy for attackers to take
advantage of these vulnerable machines and harness them together to launch high-
powered attacks.

e Many attacks are now fully automated and spread at nearly the speed of light across the
entire Internet community.

e The attack technology has become increasingly complex and in some cases intentionally
stealthy, thus increasing the time it takes to discover and analyze the attack mechanisms
in order to produce antidotes.

* Internet users have become increasingly dependent on the Internet and now use it for
many critical applications as well as online business transactions. Even relatively short
interruptions in service cause significant economic loss and can jeopardize critical
services.

These factors, taken together, indicate that we can expect many attacks to cause significant
economic losses and service disruptions within even the best response times that we can
realistically hope to achieve. Aggressive, coordinated response will continue to be necessary, but
we must also move quickly to put other solutions in place.

Pethia Testimony
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Recommended Actions

Working our way out of the vulnerable position we are in requires a multi-pronged approach that
helps us deal with the escalating near-term problem while at the same time building stronger
foundations for the future. The work that must be done includes achieving these changes:

Higher quality information technology products with security mechanisms that are better
matched to the knowledge, skills, and abilities of today’s system managers,
administrators, and users

Wider adoption of risk analysis and risk management policies and practices that help
organizations identify their critical security needs, assess their operations and systems
against those needs, and implement security improvements identified through the
assessment process

" Expanded research programs that lead to fundamental advances in computer security

A larger number of technical specialists who have the skills needed to secure large,
complex systems

Increased and ongoing awareness and understanding of cyber-security issues,
vulnerabilities, and threats by all stakeholders in cyber space

Higher quality products: In today’s Internet environment, a security approach based on “user
beware” is unacceptable. The systems are too complex and the attacks happen too fast for this
approach to work. Fortunately, good software engineering practices can dramatically improve our
ability to withstand attacks. The solutions required are a combination of the following:

Virus-resistant/virus-proof software — There is nothing intrinsic about digital computers
or software that makes them vulnerable to viruses, which propagate and infect systems
because of design choices that have been made by computer and software designers.
Designs are susceptible to viruses and their effects when they allow the import of
executable code, in one form or another, and allow the unconstrained execution of that
code on the machine that received it. Unconstrained execution allows code developers to
easily take full advantage of a system’s capabilities, but does so with the side effect of
making the system vulnerable to virus attack. To effectively control viruses in the long
term, vendors must provide systems and software that constrain the execution of
imported code, especially code that comes from unknown or untrusted sources. Some
techniques to do this have been known for decades. Others, such as “sandbox”
techniques, are more recent.

Reducing implementation errors by at least two orders of magnitude — Most
vulnerabilities in products come from software implementation errors. They remain in
products, waiting to be discovered, and are fixed only after they are found while in use.
Worse, the same flaws continue to be introduced in new products. Vendors need to be
proactive, and adopt known, effective software engineering practices that dramatically
reduce the number of flaws in software products.

High-security default configurations — With the complexity of today’s products, properly
configuring systems and networks to use the strongest security built into the products is
difficult, even for people with strong technical skills and training. Small mistakes can
leave systems vulnerable and put users at risk. Vendors can help reduce the impact of
security problems by shipping products with “out of the box” configurations that have
security options turned on rather than require users to turn them on. The users can change
these “default” configurations if desired, but they would have the benefit of starting from
a secure base.
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To encourage product vendors to produce the needed higher quality products, we encourage the
government to use its buying power to demand higher quality software. The government should
consider upgrading its contracting processes to include “code integrity” clauses, clauses that hold
vendors more accountable for defects in released products. Included here as well are upgraded
acquisition processes that place more emphasis on the security characteristics of systems being
acquired. In addition, to support these new processes, training programs for acquisition
professionals should be developed that provide training not only in current government security
regulations and policies, but also in the fundamentals of security concepts and architectures. This
type of skill building is needed in order to ensure that the government is acquiring systems that
meet the spirit, as well as the letter, of the regulations.

Wider adoption of security practices: With our growing dependence on information networks
and with the rapid changes in network technology and threats, it is critical that more
organizations, large and small, adopt the use of effective information security risk assessments,
management policies, and practices. While there is often discussion and debate over which
particular body of practices might be in some way “best,” it is clear that descriptions of effective
practices and policy templates are widely available from both government and private sources.
The Internet Security Alliance, for example, has recently published a “Common Sense Guide For
Senior Mangers” that outlines the security management and technical practices an organization
should adopt to improve its security. Guidelines and publications are also available from the
National Institute of Standards and Technology, the National Security Agency, and other
agencies. What is sometimes missing today is management commitment: senior management’s
visible endorsement of security improvement efforts and the provision of the resources needed to
implement the required improvements.

Expanded research in information assurance: It is critical to maintain a long-term view and
invest in research toward systems and operational techniques that yield networks capable of
surviving attacks while protecting sensitive data. In doing so, it is essential to seek fundamental
technological solutions and to seek proactive, preventive approaches, not just reactive, curative
approaches.

Thus, the research agenda should seek new approaches to system security. These approaches
should include design and implementation strategies, recovery tactics, strategies to resist attacks,
survivability trade-off analysis, and the development of security architectures. Among the
activities should be the creation of

* A unified and integrated framework for all information assurance analysis and design

* Rigorous methods to assess and manage the risks imposed by threats to information
assets

* Quantitative techniques to determine the cost/benefit of risk mitigation strategies

e Systematic methods and simulation tools to analyze cascade effects of attacks, accidents,
and fajlures across interdependent systems

s New technologies for resisting attacks and for recognizing and recovering from attacks,
accidents, and failures

In this research program, special emphasis should be placed on the overlap between the cyber
world and the physical world, and the analysis techniques developed should help policy and
decision makers understand the physical impact and disruption of cyber attacks alone or of cyber
attacks launched to amplify the impact of concurrent physical attacks.
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More technical specialists: Government identification and support of cyber-security centers of
excellence and the provision of scholarships that support students working on degrees in these
universities are steps in the right direction. The current levels of support, however, are far short of
what is required to produce the technical specialists we need to secure our systers and networks.
These programs should be expanded over the next five years to build the university infrastructure
we will peed for the long-term development of trained security professionals.

More awareness and training for Internet users: The combination of easy access and user-
friendly interfaces have drawn users of all ages and from all walks of life to the Internet. As a
result, many Internet users have little understanding of Internet technology or the security
practices they should adopt. To encourage “safe computing,” there are steps we believe the
government could take:
¢ - Support the development of educational material and programs about cyberspace for all
users. There is a critical need for education and increased awareness of the security
characteristics, threats, opportunities, and appropriate behavior in cyberspace. Because
the survivability of systems is dependent on the security of systems at other sites, fixing
one’s own systems is not sufficient to ensure those systems will survive attacks. Home
users and business users alike need to be educated on how to operate their computers
most securely, and consumers need to be educated on how to select the products they
buy. Market pressure, in turn, will encourage vendors to release products that are less
vulnerable to compromise.

e  Support programs that provide early training in security practices and appropriate use.
This training should be integrated into general education about computing. Children
should learn early about acceptable and unacceptable behavior when they begin using
computers just as they are taught about acceptable and unacceptable behavior when they
begin using libraries.” Although this recommendation is aimed at elementary and
secondary school teachers, they themselves need to be educated by security experts and
professional organizations. Parents need be educated as well and should reinforce lessons
in security and behavior on computer networks.

Conclusion

Interconnections across and among cyber and physical systems are increasing. Our dependence
on these interconnected systems is also rapidly increasing, and even short-term disruptions can
have major consequences. Cyber attacks are cheap, easy to launch, difficult to trace, and hard to
prosecute. Cyber attackers are using the connectivity to exploit widespread vulnerabilities in
systems to conduct criminal activities, compromise information, and launch denial-of-service
attacks that seriously disrupt legitimate operations. Most threatening is the clear evidence that
terrorists are investigating the feasibility of launching cyber attacks that could lead to devastating
physical consequences.

Reported attacks against Internet systems are almost doubling each year and attack technology
will evolve to support attacks that are even more virulent and damaging. Our current solutions are
not keeping pace with the increased strength and speed of attacks, and our information
infrastructures are at risk. Solutions are not simple, but must be pursued aggressively to allow us
to keep our information infrastructures operating at acceptable levels of risk. However, we can
make significant progress by making changes in software design and development practices,
increasing the number of trained system managers and administrators, improving the knowledge

*National Research Council, Computers at Risk: Safe Computing in the Information Age, National
Academy Press, 1991, recommendation 3c, p. 37.
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level of users, and increasing research into secure and survivable systems. Additional government
support for research, development, and education in computer and network security would have a
positive effect on the overall security of the Internet.
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Survivable Systems Initiative
Software Engineering Institute
Carnegie Mellon University
Pittsburgh, PA 15213

The Soitware Engineering Institute (SEI) is a federally funded research and development center
at Carnegie Mellon University. The SEl has a unigue mission—to be the steward for the discipline
of software engineering. The SE| works with government and industry organizations, including the
commercial sector, to help improve their software engineering capabilities.

While the SEI technical program is comprehensive, one unique area of work is focused on cyber
defense. It is called the Survivable Systems Initiative to underscore the pervasive nature of the
internet and other networks in information systems. It is now necessary to design our systems to
survive the consequences of faulty software, Most cyber attacks exploit defects in commercial
software that are avoidable through the use of known engineering methods.

The Survivable Systems Initiative is recognized by government and industry alike as an
authoritative, unbiased source of information assurance data and expertise. Here is a brief
description of some key activities.

CERT® Coordination Center

The CERT/CC was established in 1988 as the first computer
security incident response team (CSIRT). Staff members provide
technical assistance and coordinate responses to security
compromises, identify trends in intruder activity, analyze
vulnerabilities in network products and systems, and work with
vendors and other security experts to identify solutions to
security problems. They alert the Internet community to potential
threats to the security of their systems and provide information
about how to avoid, minimize, or recover from the damage. In addition, the CERT/CC
Knowledgebase contains information on vulnerabilities and threats and provides a facility
for secure discussions.

The CERT/CC technical experts are routinely called upon by their sponsors and by
international and homeland security leaders to identify and recommend remedies to
security problems in the Internet infrastructure and to coordinate activity to implement
those remedies.

Incident and Vulnerability Handling

The CERT/CC has responded to nearly 200,000 security incidents that have affected
hungreds of thousands of Internet sites, has handled more than 8,000 reported
vulnerabilities, has issued hundreds of advisories and bulleting, and has catalogued and
disseminated information on thousands of vulnerabilities. In response to the exponential
growth of incidents, the CERT/CC is developing an automated incident reporting system,
AIrCERT, whose sensors detect and report known methods of attacks.

Malicious Code Analysis

Because attacks on computer systems have become increasingly automated and
sophisticated, the CERT/CC has added malicious code analysis to its activities; that is,
they analyze the programs that intruders use for exploiting flaws in networked systems.
For example, CERT/CC analysts reverse engineered the Nimda and Bad Trans worms
and produced information on countermeasures.
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Building Computer Security incideni Response Teams

The CERT/CG has helped foster the creation of more than 200 computer security
incident response teams. The scale of emerging networks and the diversity of user
communities make it impractical for a single organization to provide universal support for
addressing computer security issues. Therefore, the CERT/CC staff regularly waorks with
sites to help them form CSIRTs,

CERT/CC staff members provide training courses for CSIRT managers and technical
staff, give technical assistance by reviewing policies and standard operating procedures,
and publish materials such as & CSIRT handbook, templates, and checklists. In addition,
the staff is working on standards for certification and accreditation of Computer Network
Defense Service Providers and CSIRTs.

The CERT/CC is funded by federal agencies including the U.8. Department of Defense,
the Defense Information Systems Agency, the General Services Administration, the FBI,
and the U.S. Secret Service, as well as other government and private organizations. The
CERT/CC reaches the commercial sector through the Internet Security Alliance, a
collaborative effort between the SEl, the CERT/CC, and the Electronic Industries Alliance
(EIA).

CERT Analysis Center

The CERT Analysis Center has been established to assess and
predict Internet threats, both current and potential threats. Analysts
use a multi-disciplinary approach 1o analyze the threat
environment from a number of perspectives, including political,
econamic, social, and technical motivations and impacts. The
Internet is an expanding element of modern day society, and the
effects of malicious activity have greater implications than ever
before.

Their work includes developing techniques to do baseline mapping of large-scale
datasets and to identify unauthorized and potentially malicious activity within overall
network/system usage. They have been successful in isolating significant data that
typically cannot be distinguished from the “noise” of system usage.

The CERT/AC staff has provided guidelines to help the LU.S. Secrat Service incorporate
the cyber element into both investigations and preparations for protective activities such
as national special security events. Other funders include the National Security Agency,
the Department of State, and industry.

Survivable Enterprise Management

The Survivable Enterprise Management aspect of the Survivable
Systems Initiative takes a strategic, enterprise~wide approach to
managing information security risk. The staff defines and
transitions organizational and technical security practices and
methodologies to help organizations evaluate, improve, and
maintain the security of their systems. Two of these are
OCTAVE™ and CERT security practices.

The Operationally Critical Threat Asset and Vulnerability Evaluation (OCTAVE™)
defines a self-directed approach to identifying and managing information security risks.

Survivahle Systems Initiative 2
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QCTAVE enables an enterprise to identify the information assets that are important to its
mission, the threats to those assets, and vulnerabilities that could expose the information
to the threats. The outcome is an protection strategy to reduce risk. Staff members have
published a comprahensive reference guide for organizations’ internal analysis teams:
the OCTAVE Method Implementation Guide. In addition, the OCTAVE approach is
described in a book published by Addison-Wesley entitled Managing Information Securify
Risks. The OCTAVE Approach.

CERT security practices are practical steps experienced system administrators can take
o protect networked computer systems from malicious and inadvertent security
compromises. The practices are technology-neutral for broad application. The current set
of fifty practices is defined in The CERT Guide to System and Network Security Practices
book and in security improvement modules on the CERT web site.

Research: Survivable Network Technology

As the Internet and networked systems become more and more
widespread and advanced, there is a higher risk of accidents,
attacks, and failures. Survivable Systems researchers are working
on technological approaches to preventing security flaws. They
research ways o ensure that the computers still provide the most
important services even if there is a security compromise.

One aspect of the research is in the field of survivable systems
engineering, which explores the current state of systems to
identify problerms and propose engineering soiutions. The overall objective is to improve
system engineering practices for survivahility. The work includes analysis of how
susceptible these systems are to sophisticated attacks and finding ways to improve the
design of systems,

The research agenda has its roots in the Survivable Systems Analysis (SSA), which is
already in use. 88Ais a process for analyzing survivability at the architecture level. It
identifies "soft spots” in proposed new architectures, allawing designers and developers
to “harden” the product or network before it is built. 88A can also be used on operational
systemns, helping sites prioritize improvements.

Other researchers concentrate on modeling and simulation. For example, the Eassl
system is being used to study network responses to attacks and attack mitigation
strategies. In essence, Easel is a survivability tool for managing computer security risks.
One demonstration predicts the effectiveness of software patching during a widespread
computer virus event—it is possible to investigate what critical factors determine the
outcome. Easel is currently distributed widely as a beta-test release to the Department of
Defense and Internat community.

Education and Training .

Networked systems allow organizations to access information
rapidly, improve communications, collaborate with partners, provide
better customer service, and conduct electronic business. The
challenge is to educate individuais within enterprises to improve the
security and survivability of glebally interconnected infrastructures.
The Survivable Systems Initiative offers public training courses for
technical staff and managers of computer security incident response
teams as well as for system administrators and other technical
personnel interested in learning more about network security.

Survivable Systems Inifiative 3
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Staff members also conduct training needs analysis in the area of information security,
and they define and develop curricula. In addition, the staff is collaborating with the
Carnegie Metlon University H. J. Heinz Il School of Public Policy and Management to
develop a curriculum in information security management, and several staff members
teach courses in the program,

Survivable Systems staff, along with Camegie Mellon faculty members, are working with
historically black colleges and universities and Hispanic-serving institutions on a program
designed to create a next generation of Internet-security experts. The program will
provide the participants with the knowledge and expertise to develop and deliver curricula
in information security, It will increase the number of Ph.D.-level researchers in
information security at these colleges and universities.

The Survivable Systems Initiative education and training activities help fill the gap
between the number of security experts needed and the number available.

Supporting National Efforts

Survivable Systems Initiative staff members have long been involved in national efforts
relating to network security, providing advice and assistance to government leaders and
testifying before Congressional committees. Specific groups that have requested
assistance and information inciude the National Threat Assessment Center, the National
Security Council, the National Infrastructure Protection Center, the President’s Critical
Infrastructure Protection Board, the board's Cyber Interagency Working Group, and the
Office of Management and Budget/General Services Administration Electronic
Government Initiatives.

The CERT/CC staff has also been active in Internet standards bodies such as the
Internet Engineering Task Force.

Copyright 2002 Carnegie Mellon University.

CERT ard CERT Coondination Center are registered inthe U.S. Patent and Trademark Office.
Operationally Critical Threat, Asset, and Vulnerabifity Evaluation and OCTAVE are service marks of Carnegie Mellon University.

Survivable Systems Initiative 4
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Mr. HORN. Thank you. I'd like to still know what CERT is. And
I've looked through here. You've got all sorts of things that you
could put in there. But, you know, is it the Center on Readiness
and Training and so forth?

Mr. PETHIA. Computer Emergency Response Team.

Mr. HOrN. OK. Good enough. You've got a busy type, and we
thank you for all the things you’ve done for us and the various peo-
ple in this town. So thank you for having that very fine university
in that very fine CERT Coordination Center.

Mr. HORN. We now go to the last presenter, Robert F. Dacey, Di-
rector, Information Security, U.S. General Accounting Office, and
headed by the Controller General of the United States. And you
and your staff have done a marvelous position every year, helping
us look at this material when they come in to the Office of Manage-
ment and Budget. So, Director Dacey.

Mr. DACEY. Mr. Chairman and Mr. Lewis, it is a pleasure to be
here this morning. And before providing my testimony, however, 1
would like to thank you personally, Mr. Chairman for your sus-
tained and dedicated efforts to improving Federal information tech-
nology management especially in the areas of Y2K and information
security, and, from my prior experience, your extreme interest in
improving financial management throughout the Federal Govern-
ment. Your tireless vigilance has resulted in increased attention to
these important areas and has stimulated many positive results.

As you requested, I will briefly summarize my written statement.
Federal agencies rely extensively on computerized systems and
electronic data to support their missions. If these systems are inad-
equately protected, resources such as Federal payments and collec-
tions could be lost or stolen. Computer resources could be used for
unauthorized purposes or to launch attacks on others. Sensitive in-
formation such as taxpayer data and proprietary business informa-
tion could be inappropriately disclosed or browsed or copied for
purposes of espionage or other types of crime. Critical operations
such as those supporting national defense and emergency services
could be disrupted. Data could be modified or destroyed for pur-
poses of fraud, deception, or disruption. And agency missions could
be undermined by embarrassing incidents that result in diminished
confidence in their ability to conduct operations and to fulfill their
fiduciary responsibilities.

As Mr. Pethia pointed out, the risks are dramatically increasing
over the years and have been. There are a lot of reasons for this
which he discussed and I would like to again highlight. First of all,
with its greater complexity and interconnectivity of systems, in-
cluding within Federal systems and between Federal systems and
other systems in many cases, trusted relationships exist between
these systems which allow open access if someone breaks into one
of the systems.

Second, standardization of systems hardware and software,
which combined with known vulnerabilities create significant expo-
sures.

Third, the increased volume, sophistication, and effectiveness of
cyber attacks, which combines with the readily available intrusion
or hacking tools and limited capabilities to detect such attacks.
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And, fourth, the development of cyber attack capabilities by other
nations, terrorists, criminals, and intelligence services. In addition
to the threat of external attacks, the disgruntled insider is also a
significant threat because such individuals often have knowledge
that allows them to gain restricted access and inflict damage or
steal assets.

While both the threat and ease of cyber attack are increasing,
our most recent analysis of reports issued since October 2001 con-
tinues to show significant, pervasive weaknesses in Federal unclas-
sified computer systems that put critical Federal operations and as-
sets at risk. We have reported on the potentially devastating con-
sequences of poor information security since September 1996 and
have identified information security as a high risk area since 1997.

Our chart, which is on the right here, illustrates the significant
weaknesses that were reported for each of the 24 agencies included
in our review, which covers the six major areas of general controls;
that is, those areas that cover either all or a major portion of an
agency’s information systems and help to ensure their proper oper-
ation.

As the chart shows, most agencies had significant weaknesses in
many or all of the control areas, and efforts to expand and improve
information security may result in additional significant defi-
ciencies being identified. Also, all agencies had weaknesses in secu-
rity program management which can often lead to weaknesses in
other control categories.

At the same time, a number of actions to improve information se-
curity are underway, both at an agency- and governmentwide level.
Some of these actions may require time to fully implement and ad-
dress all of the significant weaknesses that have been identified.

Implementation of Government Information Security Reform,
commonly known as GISRA, is proving to be a significant step in
improving Federal agency information security. We are pleased to
note that Congress has recently passed legislation to continue and
improve these efforts. In its fiscal 2001 report to Congress on
GISRA, OMB acknowledged the information security challenges
faced by the Federal Government and highlighted six common se-
curity weaknesses, which Mr. Forman earlier discussed. Highlight-
ing weaknesses through GISRA reviews, evaluations, and reporting
helps agencies to undertake corrective actions. Also many agencies
reported that first-year implementation has resulted in increased
management attention and created a baseline for future reviews.

In addition, GISRA implementation has resulted in important ac-
tions by the administration, which, if properly implemented, should
continue to improve information security in the Federal Govern-
ment. Mr. Forman previously highlighted these actions in his testi-
mony and some of the new actions they are taking. In addition, the
President has taken broader actions in the areas of homeland secu-
rity and critical infrastructure protection that also can lead to im-
provements in Federal information security.

In addition to these actions, GAO believes that there are a num-
ber of important steps the administration and agencies should take
to ensure that information security receives appropriate attention
and resources and that known deficiencies are addressed. These
steps include: Delineating the roles and responsibilities of the nu-
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merous entities involved in Federal information security and CIP
or Critical Infrastructure Protection; providing more specific guid-
ance on controls agencies need to implement; obtaining adequate
technical expertise to select, implement, and maintain controls allo-
cating sufficient resources for information security; and continuing
research and development efforts to find new ways to manage in-
formation security better.

Mr. Chairman, Mr. Lewis, this concludes my statement. I'll be
pleased to answer any questions that you have at this time.

[The prepared statement of Mr. Dacey follows:]
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COMPUTER SECURITY

Progress Made, But Critical Federal
Operations and Assets Remain at Risk

What GAO Found

Although GAQ’s current analyses of audit and evaluation reports for the 24
major departments and agencies issued from October 2001 to October 2002
indicate some individual agency improvements, overall they continue to
highlight significant information security weaknesses that place a broad
array of federal operations and assets at risk of fraud, misuse, and
disruption. GAQ identified significant weaknesses in each of the 24 agencies
in each of the six major areas of general controls. As in 2000 and 2001,
weaknesses were most often identified in control areas for security program
management and access controls. All 24 agencies had weaknesses in security
program management, which provides the framework for ensuring that risks
are understood and that effective controls are selected and properly
implemented (see figure below for list of major weaknesses).

Implementation of the Government Information Security Reform provisions
(“GISRA™) is proving to be a significant step in improving federal agencies’
information security programs. It has also prompted the administration to
take important actions to address information security, such as integrating
security into the President’s Management Agenda Scorecard. However,
GISRA is scheduled to expire on November 29, 2002. GAQ believes that
continued authorization of such important information security legislation is
essential to sustaining agencies’ efforts to identify and correct significant
weaknesses.

In addition to reauthorizing this legislation, there are a number of important
steps that the administration and the agencies should take to ensure that
information security receives appropriate attention and resources and that
known deficiencies are addressed. These steps include delineating the roles
and responsibilities of the numerous entities involved in federal information
security and related aspects of critical infrastructure protection; providing
more specific guidance on the controls agencies need to implement;
obtaining adequate technical expertise to select, implement, and maintain
controls to protect information systems; and allocating sufficient agency
resources for information security.
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Mr. Chairman and Members of the Subcommittee:

1 am pleased to be here today to discuss our analyses of recent
information security audits and evaluations at federal agencies. As with
other large organizations, federal agencies rely extensively on
computerized systems and electronic data to support their missions.
Accordingly, the security of these systems and data is essential to avoiding
disruptions in critical operations, as well as to helping prevent data
tampering, fraud, and inappropriate disclosure of sensitive information.

Our analyses considered the results of information security audits and
evaluations reported by GAO and inspectors general (IGs) from October
2001 to October 2002 for 24 major federal departments and agencies. In
summarizing these results, I will (1) discuss the continuing pervasive
weaknesses that led GAO to initially begin reporting information security
as a governmentwide high-risk issue in 1997, (2) illustrate the serious risks
that these weaknesses pose at selected individual agencies, and (3)
describe the major common weaknesses that agencies need to address to
improve their information security programs, including agencies’
weaknesses in meeting the security requirements of Government
Information Security Reform legislation (commonly referred to as
“GISRA™)." Finally, I will discuss some positive actions taken or planned by
the administration to improve federal information security, as well as the
additional steps needed to develop a comprehensive governmentwide
strategy for improvement.

We performed our analyses from September 2002 to November 2002 in
accordance with generally accepted government auditing standards.

Results in Brief

Protecting the computer systems that support our nation’s critical
operations and infrastructures has never been more important.
Telecommunications, power distribution, water supply, public health
services, national defense (including the military’s warfighting capability),
law enforcement, government services, and emergency services all depend
on the security of their computer operations. Yet with this dependency
comes an increasing concern about attacks from individuals and groups
with malicious intent, such as crime, terrorism, foreign intelligence

"Title X, Subtitle G—Government Information Security Reform, Floyd D. Spence National
Defense Authorization Act for Fiscal Year 2001, P.L. 106-398, October 30, 2000.
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gathering, and acts of war. Such concerns are well founded for a nurber
of reasons, including the dramatic increases in reported computer security
incidents, the ease of obtaining and using hacking tools, the steady
advance in the sophistication and effectiveness of attack technology, and
the dire warnings of new and more destructive attacks.

Although our current analyses of audit and evaluation reports for the 24
major departments and agencies indicate some individual agency
improvements, overall they continue to highlight significant information
security weaknesses that place a broad array of federal operations and
assets at risk of fraud, misuse, and disruption. For example, resources,
such as federal payments and collections, could be lost or stolen; sensitive
information, such as taxpayer data, social security records, medical
records, and proprietary business information, could be inappropriately
disclosed or browsed or copied for purposes of espionage or other types
of crime; and critical operations, such as those supporting national
defense and emergency services, could be disrupted.

We identified significant weaknesses in each of the 24 agencies covered by
our review and in each of the following six major areas of general
controls, that is, the policies, procedures, and technical controls that apply
to all or alarge segment of an entity’s information systems and help ensure
their proper operation. These areas are security program management,
which provides the framework for ensuring that risks are understood and
that effective controls are selected and properly implemented; access
controls, which ensure that only authorized individuals can read, alter, or
delete data; software development and change conirols, which ensure that
only authorized software programs are implernented; segregation of
duties, which reduces the risk that one individual can independently
perform inappropriate actions without detection; system software
controls, which protect sensitive programs that support multiple
applications from tampering and misuse; and service continuity, which
ensures that computer-dependent operations experience no significant
disruptions. As in past years’ analyses, we identified weaknesses most
often for security program management and access controls.

Implementation of GISRA is proving to be a significant step in improving
federal agencies’ information security programs. It has also prompted the
administration to take important actions to address information security,
such as plans to integrate security into the President’s Management
Agenda Scorecard. Although legislation that would reauthorize GISRA is
currently being considered, GISRA is scheduled to expire in less than 2
weeks. We believe that continued authorization of such important
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information security legislation is essential to sustaining agencies’ efforts
to identify and correct significant weaknesses.

In addition to Congress’ reauthorizing information security legislation,
there are a number of important steps that the administration and the
agencies should take to ensure that information security receives
appropriate attention and resources and that known deficiencies are
addressed. These steps include delineating the roles and responsibilities of
the numerous entities involved in federal information security and related
aspects of critical infrastructure protection; providing more specific
guidance on the controls that agencies need to implement; obtaining
adequate technical expertise to select, implement, and maintain controls
to protect information systems; and allocating sufficient agency resources
for information security.

Background

Dramatic increases in computer interconnectivity, especially in the use of
the Internet, continue to revolutionize the way our government, our
nation, and much of the world communicate and conduct business. The
benefits have been enormous. Vast amounts of information are now
literally at our fingertips, facilitating research on virtually every topic
imaginable; financial and other business transactions can be executed
almost instantaneously, often 24 hours a day; and electronic mail, Internet
Web sites, and computer bulletin boards allow us to communicate quickly
and easily with a virtually unlimited number of individuals and groups.

In addition to such benefits, however, this widespread interconnectivity
poses significant risks to the government’s and our nation’s computer
systems and, more important, to the critical operations and infrastructures
they support. For example, telecommunications, power distribution, water
supply, public health services, and national defense (including the
military’s warfighting capability), law enforcement, government services,
and emergency services all depend on the security of their computer
operations. The speed and accessibility that create the enormous benefits
of the computer age likewise, if not properly controlled, allow individuals
and organizations to inexpensively eavesdrop on or interfere with these
operations from remote locations for mischiévous or malicious purposes,
including frand or sabotage.

Government officials are increasingly concerned about attacks from

individuals and groups with malicious intent, such as crime, terrorism,
foreign intelligence gathering, and acts of war. According to the Federal
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Bureau of Investigation (FBI), terrorists, transnational criminals, and
intelligence services are quickly becoming aware of and using information
exploitation tools such as computer viruses, Trojan horses, worms, logic
bombs, and eavesdropping sniffers that can destroy, intercept, degrade the
integrity of, or deny access to data.’ In addition, the disgruntled
organization insider is a significant threat, since such individuals often
have knowledge that allows them to gain unrestricted access and inflict
damage or steal assets without possessing a great deal of knowledge about
computer intrusions. As greater amounts of money are transferred through
computer systems, as more sensitive economic and commercial
information is exchanged electronically, and as the nation’s defense and
intelligence communities increasingly rely on commercially available
information technology, the likelihood increases that information attacks
will threaten vital national interests.

As the number of individuals with computer skills has increased, more
intrusion or “hacking” tools have becorne readily available and relatively
easy to use. A potential hacker can literally download tools from the
Internet and “point and click” to start a hack. Experts also agree that there
has been a steady advance in the sophistication and effectiveness of attack
technology. Intruders quickly develop attacks to exploit vulnerabilities
discovered in products, use these attacks to compromise computers, and
share them with other attackers. In addition, they can combine these
attacks with other forms of technology to develop programs that
automatically scan the network for vulnerable systems, attack them,
compromise them, and use them to spread the attack even further.

The April 2002 annual report of the “Computer Crime and Security
Survey,” conducted by the Computer Security Institute and the FBI's San
Francisco Computer Intrusion Squad, showed that 90 percent of
respondents (primarily large corporations and government agencies) had

2 Wornr. an independent computer program that reproduces by copying itself from one
system to another across a network. Unlike computer viruses, worms do not require huran
involvement to propagate. Virus a prograru that “infects” computer files, usually
éexecutable programs, by inserting a copy of itself into the file. These copies are usually
executed when the “infected” file is loaded into memory, allowing the virus to infect other
files. Unlike the computer worm, a virus requires human involvernent (usually unwitting) to
propagate. Trojan horse: a computer program that conceals harmful code. A Trojan horse
usually masquerades as a useful program that a user would wish to execute. Logic bomb: in
programming, a form of sabotage in which a programmer inserts code that causes the
program to perform a destructive action when some triggering event occurs, such as
terminating the programmer’s employment. Sniffer. synonymous with packet sniffer. A
program that intercepts routed data and examines each packet in search of specified
information, such as passwords transmitted in clear text.
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detected computer security breaches. In addition, the number of computer
security incidents reported to the CERT® Coordination Center rose from
9,859 in 1999 to 52,658 in 2001 and 73,359 for just the first 9 months of
2002.° And these are only the reported attacks. The Director, CERT®
Centers, stated that he estimates that as much as 80 percent of actual
security incidents goes unreported, in most cases because (1) the
organization was unable to recognize that its systems had been penetrated
or there were no indications of penetration or attack, or (2) the
organization was reluctant to report. Figure 1 shows the number of
incidents reported to the CERT® Coordination Center from 1995 through
the first 9 months of 2002.

Figure 1: Information Security Incidents Reported to Carnegie- s CERT®
Coordination Center from 1995 to the First 9 Months of 2002
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Source: Carnegie-Mellon’s CERT® Coordination Center.
The risks posed by this increasing and evolving threat are demonstrated in

reports of actual attacks and disruptions, as well as by continuing
government warnings. For example:

*CERT® Coordination Center (CERT-CC) is a center of Internet security expertise located
at the Software Engineering Institute, a federally funded research and development center
operated by Carnegie Mellon University.
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Just last week, news reports indicated that a British computer
administrator was indicted on charges that he broke into 92 U.S. computer
networks in 14 states belonging to the Pentagon, private companies, and
the National Aeronautics and Space Administration during the past year,
causing some $900,000 in damage to computers. It also reported that,
according to a Justice Department official, these attacks were one of the
biggest hacks ever against the U.S. military. This official also said that the
attacker used his home computer and automated software available on the
Internet to scan tens of thousands of computers on U.S. military networks
looking for ones that might suffer from flaws in Microsoft Corporation’s
Windows NT operating system software.

The FBI's National Infrastructure Protection Center (NIPC) reported that
on October 21, 2002, all of the 13 root-name servers that provide the
primary roadmap for almost all Internet cormmunications were targeted in
a massive “distributed denial of service” attack. Seven of the servers failed
to respond to legitimate network traffic, and two others failed
intermittently during the attack. Because of safeguards, most Internet
users experienced no slowdowns or outages. However, according to the
media reports, a longer, more extensive attack could have seriously
damaged worldwide electronic communications.

In September 2002, NIPC issued a warning of cyber attacks against the
International Monetary Fund and World Bank meetings to be held during
the week of September 23.* The warning stated that, in addition to physical
protestors, cyber groups might view the meetings as a platform to display
their hacking talent or to propagate a specific message. Cyber protestors,
referred to as “hacktivists,” can engage in Web page defacements, denial-
of-service attacks, and misinformation campaigns, among other attacks.

In July 2002, NIPC reported that the potential for compound eyber and
physical attacks, referred to as “swarming attacks,” is an emerging threat
to the U.S. critical infrastructure.’ As NIPC reports, the effects of a
swarming attack include slowing or complicating the response to a
physical attack. For example, cyber attacks can be used to delay the
notification of emergency services and to deny the resources needed to
manage the consequences of a physical attack. In addition, a swarming
attack could be used to worsen the effects of a physical attack. For

“National Infrastructure Protection Center, 02-002: Hacktivism in C
with Protest Events of September 2002 (Washington, D.C.: Sept. 23, 2002)

National Infrastructure Protection Center, Swarming Attacks: Infrastructure Attacks for
Destruction and Disruption (Washington, D.C.: July 2002).
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instance, a cyber attack on a natural gas distribution pipeline that opens
safety valves and releases fuels or gas in the area of a planned physical
attack could enhance the force of the physical attack. Consistent with this
threat, NIPC also released an information bulletin in April 2002 warning
against possible physical attacks on U.S. financial institutions by
unspecified terrorists.’

In August 2001, we reported to this subcommittee that the attacks referred
to as Code Red, Code Red II, and SirCam had affected millions of
computer users, shut down Web sites, slowed Internet service, and
disrupted business and government operations.” Then in September 2001,
the Nimda worm appeared using some of the most significant attack
profile aspects of Code Red II and 1999's infamous Melissa virus that
allowed it to spread widely in a short amount of time. Security experts
estimate that Code Red, Sircam, and Nimda have caused billions of dollars
in damage.

Since the September 11, 2001, attacks, warnings of the potential for
terrorist cyber attacks against our critical infrastructures have also
increased. For example, in February 2002, the Special Advisor to the
President for Cyberspace Security stated in a Senate briefing that although
to date none of the traditional terrorist groups such as al Qaeda have used
the Internet to launch a known attack on the United States infrastructure,
information on computerized water systems was discovered on computers
found in al Qaeda camps in Afghanistan. Also, in his February 2002
statement for the Senate Select Committee on Intelligence, the director of
central intelligence discussed the possibility of cyber warfare attack by
terrorists.® He stated that the September 11 attacks demonstrated the
nation’s dependence on critical infrastructure systems that rely on
electronic and computer networks. Further, he noted that attacks of this
nature will become an increasingly viable option for terrorists as they and
other foreign adversaries become more familiar with these targets and the
technologies required to attack them.

sNational Infrastructure Protection Center, Possible Terrorism Targeting of US Financial
System—-Information Bulletin 02-003 (Washington, D.C.: Apr. 19, 2002).

0.8, General Accounting Office, Information Security: Code Red, Code Red Ii, and SirCam
Attacks Highlight Need for Proactive Measures; GAO-01-1073T (Washingtor, D.C.: Aug. 29,
2001).

Testimony of George J. Tenet, Director of Central Intelligence, before the Senate Select.
Committee on Intelligence, Feb. 6, 2002.
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Concerned with accounts of attacks on commercial systems via the
Internet and reports of significant weaknesses in federal computer
systems that make them vulnerable to attack, on October 30, 2000,
Congress enacted GISRA, which became effective November 29, 2000, and
is in effect for 2 years. GISRA supplements information security
requirements established in the Computer Security Act of 1987, the
Paperwork Reduction Act of 1995, and the Clinger-Cohen Act of 1996 and
is consistent with existing information security guidance issued by the
Office of Management and Budget (OMB)® and the National Institute of
Standards and Technology (NIST)," as well as audit and best practice
guidance issued by GAO." Most importantly, however, GISRA consolidates
these separate requirements and guidance into an overall framework for
managing information security and establishes new annual review,
independent evaluation, and reporting requirements to help ensure agency
implementation and both OMB and congressional oversight.

GISRA assigned specific responsibilities to OMB, agency heads and chief
information officers (CIOs), and the IGs. OMB is responsible for
establishing and overseeing policies, standards and guidelines for
information security. This includes the authority to approve agency
information security programs, but delegates OMB's responsibilities
regarding national security systems to national security agencies. OMB is
also required to submit an annual report to the Congress summarizing
results of agencies’ evaluations of their information security programs.
GISRA does not specify a date for this report, and OMB released its fiscal
year 2001 report in February 2002.

GISRA requires each agency, including national security agencies, to
establish an agencywide risk-based information security program to be
overseen by the agency CIO and ensure that information security is
practiced throughout the life cycle of each agency system. Specifically,
this program is to include

*Primarily OMB Circular A-130, Appendix I, “Security of Federal Automated Information
Resources,” February 1996.

“Numerous publications made available at http://www.itLnist.gov/ including National
Institute of Standards and Technology, Generally Accepted Principles and Practices for
Securing Information Technology Systems, NIST Special Publication 800-14, September
1996.

17,8, General Accounting Office, Federal Information System Controls Manual, Volume 1—
Financial Statement Audits, GAO/AIMD-12.19.6 (Washington, D.C.: January 1999);

ion Security Mz Learning from Leading Organizations, GAQO/AIMD-98-68
(Washington, D.C.: May 1998).
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periodic risk assessments that consider internal and external threats to the
integrity, confidentiality, and availability of systems, and to data
supporting critical operations and assets;

the development and implementation of risk-based, cost-effective policies
and procedures to provide security protections for information collected
or maintained by or for the agency;

training on security responsibilities for information security personnel and
on security awareness for agency personnel;

periodic management testing and evaluation of the effectiveness of
policies, procedures, controls, and techniques;

a process for identifying and remediating any significant deficiencies;

procedures for detecting, reporting and responding to security incidents;
and

an annual program review by agency program officials.

In addition to the responsibilities listed above, GISRA requires each
agency to have an annual independent evaluation of its information
security program and practices, including control testing and compliance
assessment. The evaluations of non-national-security systems are to be
performed by the agency IG or an independent evaluator, and the results
of these evaluations are to be reported to OMB. For the evaluation of
national security systems, special provisions include designation of
evaluators by national security agencies, restricted reporting of evaluation
results, and an audit of the independent evaluation performed by the IG or
an independent evaluator. For national security systems, only the results
of each audit of an evaluation are to be reported to OMB.

Finally, GISRA also assigns additional responsibilities for information
security policies, standards, guidance, training, and other functions to
other agencies. These agencies are NIST, the Department of Defense, the
Intelligence Community, the Attorney General, the General Services
Administration, and the Office of Personnel Management.
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Weaknesses in Federal Systems Remain Pervasive

Since September 1996, we have reported that poor information security 1s
a widespread federal problem with potentially devastating consequences.”
Although agencies have taken steps to redesign and strengthen their
information system security programs, our analyses of information
security at major federal agencies have shown that federal systems were
not being adequately protected from computer-based threats, even though
these systems process, store, and transmit enormous amounts of sensitive
data and are indispensable to many federal agency operations. In addition,
in 1998, 2000, and 2001, we analyzed audit results for 24 of the largest
federal agencies and found that all 24 had significant information security
weaknesses.” As a result of these analyses, we have identified information
security as a governmentwide high-risk issue in reports to the Congress
since 1997—most recently in January 2001."

Our most recent analyses, of reports issued from October 2001 through
October 2002, continue to show significant weaknesses in federal
computer systems that put critical operations and assets at risk.
Weaknesses continued to be reported in each of the 24 agencies included
in our review, and they covered all six major areas of general controls—
the policies, procedures, and technical controls that apply to all or a large
segment of an entity’s information systerms and help ensure their proper
operation. These six areas are (1) security program management, which
provides the framework for ensuring that risks are understood and that
effective controls are selected and properly implemented; (2) access
controls, which ensure that only authorized individuals can read, alter, or
delete data; (3) software development and change controls, which ensure
that only authorized software programs are implemented; (4) segregation
of duties, which reduces the risk that one individual can independently
perform inappropriate actions without detection; (5) operating systems

21 8. General Accounting Office Security: for d OMB
Oversight of Agency Practices. GAO/AIMD 96-110 (Washmgton D.C.: Sept. 24 1996).

511.S. General Accounting Office, Information Security: Serious Weaknesses Place Critical
Federal Operations and Assets at Risk, GAO/AIMD-98-92 (Washington, D.C.: Sept. 23, 1998);
[Information Security: Serious and Widespread Weaknesses Persist at Federal Agencies,
GAO/ATMD-00-295 (Washington, D.C.: Sept. 6, 2000); ahd Ce Security:

Needed to Beduce Risk to Critical Federal Operations and Assets, GAO-02- 231T
(Washington, D.C.: Nov. 9, 2001).

11J.8. General Accounting Office, High-Risk Series: and
Technology, GAO/HR-97-9 (Washington, D.C.: Feb. 1, 1997); nglz -Risk Series: An Update,
GAO/HR-99-1 (Washington, D.C.: Janvary 1999); High Risk Series: An Update, GAO-01-263
(Washington, D.C.: January 2001).
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controls, which protect sensitive programs that support multiple
applications from tampering and misuse; and (6) service continuity, which
ensures that computer-dependent operations experience no significant
disruptions. Figure 2 illustrates the distribution of weaknesses for the six
general control areas across the 24 agencies.

Figure 2: Computer Security Weaknesses at 24 Major Federal Agencies

W Significant weaknesses B Area not reviewed [ No significant weaknesses identified

Number of agencies
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management change of duties software continuity

Source: Audit reports issued October 2001 through October 2002.

Although our current analyses showed that most agencies had significant
weaknesses in these six control areas, as in past years’ analyses,
weaknesses were most often identified for security program management
and access controls.

For security program management, we identified weaknesses for all 24
agencies in 2002—the same as reported for 2001, and compared to 21 of
the 24 agencies (88 percent) in 2000. Security program management, which
is fundamental to the appropriate selection and effectiveness of the other
categories of controls, covers a range of activities related to understanding
information security risks; selecting and implementing controls
commensurate with risk; and ensuring that controls, once implemented,
continue to operate effectively.

For access controls, we found weaknesses for 22 of 24 agencies (92
percent) in 2002 (no significant weaknesses were found for one agency,
and access controls were not reviewed for another). This compares to
access control weaknesses found in all 24 agencies for both 2001 and 2000.
Weak access controls for sensitive data and systems make it possible for
an individual or group to inappropriately modify, destroy, or disclose
sensitive data or computer programs for purposes such as personal gain or
sabotage. In today’s increasingly interconnected computing environment,
poor access controls can expose an agency’s information and operations
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to attacks from remote locations all over the world by individuals with
only minimal computer and telecommunications resources and expertise.

In addition, it should also be emphasized that our current analyses showed
service-continuity-related weaknesses at 20 of the 24 agencies (83 percent)
with no significant weaknesses found for 3 agencies (service continuity
controls were not reviewed for another). This compares to 19 agencies
with service continuity weaknesses found in 2001 and 20 agencies found in
2000. Service continuity controls are important in that they help ensure
that when unexpected events oceur, critical operations will continue
without undue interruption and that crucial, sensitive data are protected.
If service continuity controls are inadequate, an agency can lose the
capability to process, retrieve, and protect electronically maintained
information, which can significantly affect an agency’s ability to
accomplish its mission. Further, such controls are particularly important
in the wake of the terrorist attacks of September 11, 2001.

Our current analyses of information security at federal agencies also
showed that the scope of audit work performed has continued to expand
to more fully cover all six major areas of general controls at each agency.
Not surprisingly, this has led to the identification of additional areas of
weakness at some agencies. These increases in reported weaknesses do
not necessarily mean that information security at federal agencies is
getting worse. They more likely indicate that information security
weaknesses are becoming more fully understood—an important step
toward addressing the overall problem. Nevertheless, the results leave no
doubt that serious, pervasive weaknesses persist. As auditors increase
their proficiency and the body of audit evidence expands, it is probable
that additional significant deficiencies will be identified.

Most of the audits represented in figure 2 were performed as part of
financial statement audits. At some agencies with primarily financial
rmissions, such as the Department of the Treasury and the Social Security
Administration, these audits covered the bulk of mission-related
operations. However, at agencies whose missions are primarily
nonfinancial, such as DOD and the Department of Justice, the audits may
provide a less complete picture of the agency’s overall security posture
because the audit objectives focused on the financial statements and did
not include evaluations of individual systems supporting nonfinancial
operations. However, in response to congressional interest, beginning in
fiscal year 1999, we expanded our audit focus to cover a wider range of
nonfinancial operations—a trend we expect to continue. Audit coverage
for nonfinancial systems has also increased as agencies and their IGs
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review and evaluate their information security programs as required by
GISRA.

As previously reported, information security weaknesses are also
indicated by limited agency progress in implementing Presidential
Decision Directive (PDD) 63 to protect our nation’s critical infrastructures
from computer-based attacks. Issued in May 1998, PDD 63 established
critical infrastructure protection as a national goal and called for a range
of activities to improve federal agency security programs, establish a
partnership between the government and the private sector, and improve
the nation’s ability to detect and respond to serious attacks. Critical
infrastructure protection involves activities that enhance the security of
our nation’s cyber and physical public and private infrastructure that are
essential to national security, national economic security, and/or national
public health and safety. Federal agencies and other public and private
entities rely extensively on computerized systems and electronic data to
support their missions. Accordingly, the security of these systems and data
is essential to avoiding disruptions in critical operations, data tampering,
fraud, and inappropriate disclosure of sensitive information.

Last year, the President’s Council on Integrity and Efficiency and the
Executive Council on Integrity and Efficiency (PCIE/ECIE) reported on
the federal government’s complance with PDD 63. It concluded that the
federal government could improve its planning and assessment activities
for cyber-based critical infrastructures. Specifically, the council stated that
(1) many agency infrastructure plans were incomplete; (2) most agencies
had not identified their mission-critical infrastructure assets; and (3) few
agencies had completed vulnerability assessments of mission-critical
assets or developed remediation plans. Our subsequent review of PDD 63-
related activities at eight lead agencies found similar problems.” For
example, although most of the agencies we reviewed had identified critical
assets, many had not corapleted related vulnerability assessments.
Further, most of the agencies we reviewed had not taken the additional
steps to identify interdependencies and, as a result, some agency officials
said that they were not sure which of their assets were critical from a
national perspective and, therefore, subject to PDD 63. Identifying
interdependencies is important so that infrastructure owners can
determine when disruption in one infrastructure could result in damage to
other infrastructures. .

w118, General Accounting Office, Combating Terrorism: Selected Challenges and Related
Recommendations, GAO-01-822 (Washington, D.C.: September 20, 2001).
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In addition, our review of fiscal year 2001 GISRA implementation showed
that of the 24 large agencies we reviewed, 15 had not implemented an
effective methodology, such as Project Matrix™ reviews, to identify their
critical assets.” The Department of Commerce’s Critical Infrastructure
Assurance Office (CIAO) established Project Matrix™ to provide a
standard methodology for identifying all assets, nodes, networks, and
associated infrastructure dependencies and interdependencies required
for the federal government to fulfill its national security, econoric
stability, and critical public health and safety responsibilities to the
American people. In addition, in an effort to more clearly identify and
prioritize the security needs for government assets, in February 2002 OMB
reported that it planned to direct all large agencies to undertake a Project
Matrix™ review to identify critical infrastructure assets and their
interdependencies with other agencies and the private sector. As of July
2002, CIAO reported that most agencies had not completed Project
Matrix™ step 1 to identify their critical assets, and few had even begun
step 2 to identify other federal government assets, systems, and networks
on which their critical assets depend to operate.

Substantial Risks Persist for Federal Operations, Assets, and

Confidentiality

To fully understand the significance of the weaknesses we identified, it is
necessary to link them to the risks they present to federal operations and
assets. Virtually all federal operations are supported by automated systems
and electronic data, and agencies would find it difficult, if not impossible,
to carry out their missions and account for their resources without these
information assets. Hence, the degree of risk caused by security
weaknesses is extremely high.

The weaknesses identified place a broad array of federal operations and
assets at risk. For example,

resources, such as federal payments and collections, could be lost or
stolen;

computer resources could be used for unauthorized purposes or to launch
attacks on others;

18]S, General Accounting Office, Security: Additi Actions Needed to
Implement Reform Legislation, GAQ-02470T (Washington, D.C.: Mar. 6, 2002).
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sensitive information, such as taxpayer data, social security records,
medical records, and proprietary business information, could be
inappropriately disclosed, browsed, or copied for purposes of espionage
or other types of crime;

critical operations, such as those supporting national defense and
emergency services, could be disrupted;

data could be modified or destroyed for purposes of fraud or disruption; or

agency missions could be undermined by embarrassing incidents that
result in diminished confidence in the agencies’ ability to conduct
operations and fulfill their fiduciary responsibilities.

Recent audits show that while agencies have made some progress,
weaknesses continue to be a problem and that critical federal operations
and assets remain at risk.

In February 2002, we reported that the Internal Revenue Service (IRS)
corrected or mitigated many of the computer security weaknesses
identified in our previous reports, but much remains to be done to resolve
the significant control weaknesses that continue to exist within IRS’s
computing environment and to be able to promptly address new security
threats and risks as they emerge.”” Weaknesses found, such as not always
adequately restricting electronic access within its computer networks and
to its systems, can impair the agency's ability to perform vital functions
and increase the risk that unauthorized individuals could gain access to
critical hardware and software and intentionally or inadvertently view,
alter, or delete sensitive data or computer programs. Also, such
weaknesses increase the risk that individuals could obtain personal
taxpayer information and use it to commit financial crimes in taxpayers’
names (identity fraud), such as establishing credit and incurring debt.

In April 2002, the IG for the Department of Justice reported serious
deficiencies in controls for five sensitive-but-unclassified systems that
support critical departmental functions, such as tracking prisoners;
collecting, processing, and disseminating unclassified intefligence
information; and providing secure information technology facilities,

¥1J.8. General Accounting Office, Financial Audit; IRS’s Fiscal Year 2001 and 2000 Financial
GAQ-02-414 (Washi D.C.: Feb. 27, 2002).
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computing platforms, and support services.* The most significant of these
deficiencies concerned the technical controls that help prevent
unauthorized access to system resources. Because of the repetitive nature
of the security deficiencies and concerns identified, the IG recommended
that a central office responsible for system security be established to
identify trends and enforce uniform standards. The 1G also included other
specific recommendations intended to improve departmentwide computer
security for both classified and sensitive-but-unclassified systerns. In
addition to this report, in March 2002, the Commission for Review of FBI
Security Programs reported that the FBI's information systems security
controls were inadequate.

In June 2002, we reported that the U.S. Army Corps of Engineers had made
substantial progress in improving computer controls at each of its data
processing centers and other Corps sites since our 1999 review, but that
continuing and numerous newly identified control vulnerabilities
continued to impair the Corps’ ability to ensure the reliability,
confidentiality, and availability of financial and sensitive data.” These
vulnerabilities warranted management’s attenition to decrease the risk of
inappropriate disclosure and modification of data and programs, misuse of
or damage to computer resources, or disruption of critical operations.
These vulnerabilities also increased risks to other DOD networks and
systems to which the Corps’ network is linked.

In our September 2002 testimony, we reported that the Department of
Veterans Affairs (VA) had taken important steps to strengthen its
computer security management program, including increasing security
training; providing a more solid foundation for detecting, reporting, and
responding to security incidents; and reducing the risk of unauthorized
access through external connections to its critical systems. Nonetheless,
the department had not yet fully implemented a comprehensive computer
security management program that included a process for routinely
monitoring and evaluating the effectiveness of security policies and
controls and addressing identified vulnerabilities. Further, VA’s offices
were self-reporting computer security weaknesses, and the department
lacked an independent component to ensure the accuracy of reporting and
validating corrective actions taken.

0ffice of the Inspector General, U.S. Department of Justice, Independent Evaluation
Pursuant to the Government Information Security Reform Act - Fiscal Year 2001 -
Sensitive But Unclassified Systems, Report Number 02-18, April 2002.

(1.8, General Accounting Office, Information Security: Corps of Engineers Making
Improvements, But Wealnesses Continue, GAQ-02-589 (Washington, D.C.: June 10, 2002).
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e Department of Commerce officials have shown a commitment to
correcting vulnerabilities identified in our August 2001 report.” They
indicate that they have developed and implemented an action plan for
strengthening access controls for the department's sensitive systers,
published policy on comprehensive recovery plans which applies to all
Comunerce operating units to help ensure continuity of operations, and
began the process of establishing a department-wide incident handling
capability with formal procedures for preparing for, detecting, responding
to, and reporting incidents. While neither the department's inspector
general nor GAO has validated these corrective actions, these responses
show that the agency is attempting to quickly address identified
weaknesses.

Similar Control Weaknesses Continue Across Agencies

Although the nature of agency operations and their related risks vary,
striking similarities remain in the specific types of general control
weaknesses reported and in their serious adverse effect on an agency’s
ability to ensure the integrity, availability, and appropriate confidentiality
of its computerized operations. Likewise, similarities exist in the
corrective actions agencies must take. The following sections describe the
six areas of general controls and the specific weaknesses that have been
most widespread at the agencies covered by our analyses.

Security Program Management Controls
Each organization needs a set of management procedures and an
organizational framework for identifying and assessing risks, deciding
what policies and controls are needed, periodically evaluating the
effectiveness of these policies and controls, and acting to address any
identified weaknesses. These are the fundamental activities that allow an
organization to rnanage its information security risks in a cost-effective
manner rather than reacting to individual problems in an ad-hoc manner
only after a problem has been detected or an audit finding reported.

Despite the importance of this aspect of an information security prograrm,
poor security program management continues to be a widespread

»17.8. General Accounting Office, ion Security: Weak Place Cc ce Data
and Operations at Serious Risk, GAO-01-751 (Washington, D.C.: Aug. 13, 2001).
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problem. All the agencies for which this aspect of security was reviewed
had deficiencies. As a result, these agencies

were not fully aware of the information security risks to their operations,

had accepted an unknown level of risk by default rather than consciously
deciding what level of risk was tolerable,

had a false sense of security because they were relying on ineffective
controls, or

could not make informed judgments as to whether they were spending too
little or too much of their resources on security.

Establishing a strong security management program requires that agencies
take a comprehensive approach that involves both (1) senior agency
program managers who understand which aspects of their missions are
the most critical and sensitive and (2) technical experts who know the
agencies’ systerns and can suggest appropriate technical security control
techniques. We studied the practices of organizations with superior
security programs and surmarized our findings in a May 1998 executive
guide entitled Information Security Management: Learning From Leading
Organizations (GAO/AIMD-98-68). Our study found that these
organizations managed their information security risks through a cycle of
risk management activities that included

assessing risks and determining protection needs,

selecting and implementing cost-effective policies and controls to meet
these needs,

promoting awareness of policies and controls and of the risks that
prompted their adoption among those responsible for complying with
them, and

implementing a program of routine tests and examinations for evaluating
the effectiveness of policies and related controls and reporting the
resulting conclusions to those who can take appropriate corrective action.

In addition, a strong, centralized focal point can help ensure that the major
elements of the risk management cycle are carried out and serve as a
commumnications link among organizational units. Such coordination is
especially important in today’s highly networked computing environments.
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Implementing the cycle of risk management activities is the key to
ensuring that information security risks are adequately considered and
addressed on an ongoing, agencywide basis. Included within these risk
management activities are several steps that agencies can take
immediately. Specifically, agencies can (1) increase awareness, (2) ensure
that existing controls are operating effectively, (3) ensure that software
patches are up to date, (4) use automated scanning and testing tools to
quickly identify problems, (5) propagate their best practices, and (6)
ensure that their most common vulnerabilities are addressed. Although
none of these actions alone will ensure good security, they take advantage
of readily available information and tools and, thus, do not involve
significant new resources. As a result, these are steps that can be made
without delay.

Access Controls

Access controls limit or detect inappropriate access to computer
resources (data, equipment, and facilities), thereby protecting these
resources against unauthorized modification, loss, and disclosure. Access
controls include physical protections—such as gates and guards—as well
as logical controls, which are controls built into software that require
users to authenticate themselves (through the use of secret passwords or
other identifiers) and limit the files and other resources that authenticated
users can access and the actions that they execute. Without adequate
access controls, unauthorized individuals, including outside intruders and
former employees, can surreptitiously read and copy sensitive data and
make undetected changes or deletions for malicious purposes or personal
gain, Also, authorized users can intentionally or unintentionally modify or
delete data or execute changes that are outside their span of authority.

For access controls to be effective, they must be properly implemented
and maintained. First, an organization must analyze the responsibilities of
individual computer users to determine what type of access (e.g., read,
modify, delete) they need to fulfill their responsibilities. Then, specific
control techniques, such as specialized access control software, must be
implemented to restrict access to these authorized functions. Such
software can be used to limit a user’s activities associated with specific
systerns or files and keep records of individual users’ actions on the
computer. Finally, access authorizations and related controls must be
maintained and adjusted on an ongoing basis to accommodate new and
departing employees, as well as changes in users’ responsibilities and
related access needs.
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Significant access control weaknesses that we have commonly identified
include the following:

Accounts and passwords for individuals no longer associated with an
agency are not deleted or disabled or are not adjusted for those whose
responsibilities, and thus need to access certain files, changed. As a result,
in some cases, former employees and contractors could still (and in many
cases did) read, modify, copy, or delete data; and even after long periods
of inactivity, many users’ accounts had not been deactivated.

Users are not required to periodically change their passwords.

Managers do not precisely identify and docurment access needs for
individual users or groups of users. Instead, they provide overly broad
access privileges to very large groups of users. For example, some
operating system files were not protected from unauthorized access,
permitting general users full access to these files. This would enable users
10 obtain passwords and system administration privileges, allowing a
person to log in as someone else and use that access to read files, destroy
or alter data, and initiate transactions.

Use of default, easily guessed, and unencrypted passwords significantly
increases the risk of unauthorized access. We are often able to guess many
passwords on the basis of our knowledge of commonly used passwords
and to observe computer users’ keying in passwords and then use those
passwords to obtain “high level” system administration privileges.

Vendors’ default passwords or off-the-shelf parameters are used that do
not meet the password requirements specific to the agency.

To illustrate the risks associated with poor authentication and access
controls, in recent years we have begun to incorporate network
vulnerability testing into our audits of information security. Such tests
involve attempting—with agency cooperation—to gain unauthorized
access to sensitive files and data by searching for ways to circumvent
existing controls, often from remote locations. In almost every test, our
auditors have been successful in readily gaining unauthorized access that
would allow both internal and external intruders to read, modify, or delete
data for whatever purpose they had in mind. Further, user activity was
inadequately monitored. Much of the activity associated with our intrusion
testing had not been recognized and recorded, and the problem reports
that were recorded did not recognize the magnitude of our activity or the
severity of the security breaches we initiated.
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Software Development and Change Controls

Controls over software development and changes prevent unauthorized
software programs or modifications to programs from being implemented.
Key aspects of such controls are ensuring that (1) software changes are
properly authorized by the managers responsible for the agency program
or operations that the application supports, (2) new and modified software
programs are tested and approved before they are implemented, and

(3} approved software programs are maintained in carefully controfled
libraries to protect them from unauthorized changes, and different
versions are not misidentified.

Such controls can prevent exrors in software programming as well as
malicious efforts to insert unauthorized computer program code. Without
adequate controls, incompletely tested or unapproved software can result
in erroneous data processing that, depending on the application, could
lead 1o losses or faulty outcomes. In addition, individuals could
surreptitiously modify software programs to include processing steps or
features that could later be exploited for personal gain or sabotage.

Examples of weaknesses in this area include the following:

» Testing procedures are undisciplined and do not ensure that implemented
software operates as intended. For example, fully developed procedures
may not exist for controlling changes over software that would prevent
unauthorized programs or modifications to an existing program to be
implemented. Also, documentation is not always maintained to show that
program changes have been tested, independently reviewed, and approved
for implementation.

» Implementation procedures do not ensure that orly authorized software is
used. In particular, lack of adequate follow-up and documentation
procedures for making emergency software changes increases the risk of
software errors, which could cause system failures and/or data loss.

* Agencies’ policies and procedures frequently do not address the
maintenance and protection of program libraries. For example, the
management sofiware was not used to produce audit trails of program
changes, maintain program version numbers, record and report program
changes, maintain date information for production modules, and maintain
copies of previous versions and control concurrent updates.

Page 21 GAQ-83-303T



80

Segregation of Duties Controls

Segregation of duties refers to the policies, procedures, and organizational
structure that help ensure that one individual cannot independently
control all key aspects of a process or computer-related operation and
thereby conduct unauthorized actions or gain unauthorized access to
assets or records without detection. For example, a computer programmer
should not be allowed to independently write, test, and approve program
changes.

Although segregation of duties alone will not ensure that only authorized
activities occur, inadequate segregation of duties increases the risk that
erroneous or fraudulent transactions could be processed, improper
program changes implemented, and computer resources damaged or
destroyed. For example,

e an individual who was independently responsible for authorizing,
processing, and reviewing payroll transactions could inappropriately
increase payments to selected individuals without detection or

e acomputer programmer responsible for authorizing, writing, testing, and
distributing program modifications could either inadvertently or
deliberately implement computer programs that did not process
transactions in accordance with management’s policies or that included
malicious code.

Controls to ensure appropriate segregation of duties consist mainly of
documenting, communicating, and enforcing policies on group and
individual responsibilities. Segregation of duties can be enforced by a
combination of physical and logical access controls and by effective
supervisory review. Common problems involve computer programmers
and operators who are authorized to perform a variety of duties, thus
providing them the ability to independently modify, circumvent, and
disable system security features. An example of this would be a single
individual authorized to independently develop, test, review, and approve
software changes for implementation.

Operating System Software Controls
Operating system software controls limit and monitor access to the
powerful programs and sensitive files associated with the computer
systems operation. Generally, one set of system software is used to
support and control a variety of applications that may run on the same
computer hardware. System software helps control and coordinate the
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input, processing, output, and data storage associated with all applications
that run on the system. Some system software can change data and
program code on files without leaving an audit trail or can be used to
modify or delete audit trails. Examples of system software include the
operating system, system utilities, program library systems, file
maintenance software, security software, data communications systems,
and database management systems.

Controls over access to and modification of system software are essential
in providing reasonable assurance that security controls over the
operating system are not compromised and that the system will not be
impaired. If controls in this area are inadequate, unauthorized individuals
might use system software to circumvent security controls to read, modify,
or delete critical or sensitive information and programs. Also, authorized
users of the system may gain unauthorized privileges to conduct
unauthorized actions or to circumvent edits and other controls built into
application programs. Such weaknesses seriously diminish the reliability
of information produced by all applications supported by the computer
system and increase the risk of fraud, sabotage, and inappropriate
disclosure. Further, system software programmers are often more
technically proficient than other data processing personnel and, thus, have
a greater ability to perform unauthorized actions if controls in this area are
weak.

The control concerns for system software are similar to the access control
issues and software program change control issues previously discussed.
However, because of the high level of risk associated with system software
activities, most entities have a separate set of control procedures that
apply to them. A common type of problem reported is insufficiently
restricted access that made it possible for knowledgeable individuals to
disable or circuravent controls in a variety of ways. Further, pervasive
vulnerabilities in network configuration expose agency systems to attack.
These vulnerabilities stem from agencies failure to (1) install and maintain
effective perimeter security, such as firewalls and screening routers; (2)
implement current software patches; and (3) protect against corumonly
known methods of attack.

Service Continuity Controls
The terrorist attacks that began on September 11, 2001, have redefined the
disasters that must be considered in identifying and implementing service
continuity controls to ensure that when unexpected events occur, critical
operations will continue without undue interruption and that crucial,
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sensitive data are protected. Losing the capability to process, retrieve, and
protect electronically maintained information can significantly affect an
agency’s ability to accomplish its mission. If service continuity controls
are inadequate, even relatively minor interruptions can result in lost or
incorrectly processed data, which can cause financial losses, expensive
recovery efforts, and inaccurate or incomplete information. For some
operations, such as those involving health care or safety, system
interruptions could even result in injuries or loss of life.

Service continuity controls should address the entire range of potential
disruptions including relatively minor interruptions, such as temporary
power failures or accidental loss or erasure of files, as well as major
disasters, such as fires or natural disasters, that would require
reestablishing operations at a remote location. It is also essential that the
related controls be understood and supported by management and staff
throughout the organization. Senior management commitment is
especially important to ensure that adequate resources are devoted to
emergency planning, training, and related testing.

To establish effective service continuity controls, agencies should first
assess the criticality and sensitivity of their computerized operations and
identify supporting resources. At most agencies, since the continuity of
certain automated operations is more important than others, it is not cost-
effective to provide the same level of continuity for all operations. For this
reason, it is important that management, on the basis of an overall risk
assessment of agency operations, identify which data and operations are
most critical, determine their priority in restoring processing, and identify
the minimum resources needed to recover and support them. Agencies
should then take steps to prevent and minimize potential damage and
interruption. These steps include routinely duplicating or backing up data
files, computer programs, and critical documents with off-site storage;
installing environmental controls, such as fire suppression systems or
backup power supplies; arranging for remote backup facilities that can be
used if the entity’s usual facilities are damaged beyond use; and ensuring
that staff and other users of the system understand their responsibilities in
case of emergencies. Taking such steps, especially implementing thorough
backup procedures and installing environmental controls, are generally
inexpensive ways to prevent relatively minor problems from becoming
costly disasters. .

Agencies should also develop a comprehensive contingency plan for
restoring critical applications that includes arrangements for alternative
processing facilities in case the usual facilities are significantly damaged
or cannot be accessed. This plan should be documented, tested to
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determine whether it will function as intended in an emergency situation,
adjusted to address identified weaknesses, and updated to reflect current
operations. Both user and data processing departments should agree on
the plan, and it should be communicated to affected staff. The plan should
identify and provide information on supporting resources that will be
needed, roles and responsibilities of those who will be involved in
recovery activities, arrangements for off-site disaster recovery location®
and travel and lodging for necessary personnel, off-site storage location
for backup files, and procedures for restoring critical applications and
their order in the restoration process. In testing the plan, it is most useful
to simulate a disaster situation that tests overall service continuity,
including whether the alternative data processing site functions as
intended and whether critical computer data and programs recovered
from off-site storage are accessible and current. Such testing not only
helps managers identify weaknesses, it also assesses how well employees
have been trained to carry out their roles and responsibilities in a disaster
situation. Generally, contingency plans for very critical functions should
be fully tested about once every year or two, whenever significant changes
to the plan have been made, or when significant turnover of key people
has occurred.

Contingency planning should also be considered within the larger context
of restoring the organization's core business processes. Federal agencies
depend not only on their own internal systers, but also on data provided
by their business partners and services provided by the public
infrastructure (e.g., power, water, transportation, and voice and data
telecommunications). One weak link anywhere in the chain of critical
dependencies can cause major disruptions to business operations. During
the Year 2000 computing challenge, it was essential that agencies develop
business continuity and contingency plans for all critical core business
processes and supporting systems regardless of whether these systems
were owned by the agency. As we reported in September 2000 on the
lessons learned from this challenge, developing these plans was one of a
number of management practices that, if continued, could improve federal
agencies’ overall information technology management, particularly in

“Pepending on the degree of service continuity needed, choices for alternative facilities
will range from an equipped site ready for immediate backup service, referred to as a “hot
site,” to an unequipped site that will take some time to prepare for operations, referred to
as a “cold site.” In addition, various types of services can be prearranged with vendors,
such as making ar with suppliers of i and
telecommunications services, as well as with suppliers of business forms and other office
supplies.
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areas such as critical infrastructure protection and security.” For example,
in the aftermath of the attacks of September 11, 2001, news reports
indicate that business continuity and contingency planning was a critical
factor in restoring operations for New York’s financial district, with some
specifically attributing companies’ preparedness to the contingency
planning efforts begun for the Year 2000 challenge.

Despite this increased focus on business continuity and contingency
planning, our analyses show that most federal agencies currently have
service continuity control weaknesses. Examples of common agency
weaknesses include the following:

« Plans were incomplete because operations and supporting resources had
not been fully analyzed to determine which were the most critical and
would need to be resumed as soon as possible should a disruption occur.

« Disaster recovery plans were not fully tested to identify their weaknesses.
For example, agencies had not performed periodic walkthroughs or
unannounced tests of the disaster recovery plan—tests that provide a
scenario more likely to be encountered in the event of an actual disaster.

GISRA Spurs Agency Actions, But Highlights Weaknesses

As we reported in March 2002, first-year GISRA implementation
demonstrated that the new law provides a significant step in improving
federal agencies information security programs.®To implement GISRA
requirements and comply with OMB guidance, agencies reviewed their
information security programs, reported the results of these reviews and
their IGs’ independent evaluations to OMB, and developed plans to correct
jdentified weaknesses. In addition, GISRA implementation has also
resulted in important actions by the administration, which if properly
implemented, should continue to iraprove information security in the
federal government. For example, OMB has issued guidance that
information technology investments will not be funded unless security is
incorporated into and funded as part of each investment. Administration
actions and plans also include

2[J.8, General Accounting Office, Year 2000 Computing Challenge: Lessons Learned Can Be
Applied to Other Cl GAO/AIMD-00-290 (Washi D.C.: Sept. 12,
2000).

BGAO-02-470T.
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directing all large agencies to undertake a review to identify and prioritize
critical assets within the agencies and their interrelationships with other
agencies and the private sector, as well as a cross-government review to
ensure that all critical government processes and assets have been
identified;

integrating security into the President’s Management Agenda Scorecard;
developing workable measures of performance;
developing e-training on mandatory topics, including security; and

exploring methods to disseminate vulnerability patches to agencies more
effectively.

Other actions include additional security guidance by OMB and NIST. For
example, OMB has provided the agencies with specific performance
measures for agency officials who are accountable for information and
information technology security and required the agencies to report actual
performance for these measures in their fiscal year 2002 GISRA reports.
Further, NIST-developed guidance includes a Security Self-Assessment
Guide and supporting tools to help agencies perform self-assessments of
their information security programs.® This guide accompanies NIST's
Security Assessment Framework methodology, which agency officials can
use to determine the current status of their security programs.”The guide
itself uses an extensive questionnaire containing specific control
objectives and techniques against which an unclassified systemn or group
of interconrected systems can be tested and measured. Many agencies
used a draft version of the self-assessment guide for their fiscal year 2001
GISRA program reviews, and with issuance of a final version in November
2001, OMB now requires that the guide be used for fiscal year 2002
reviews. Also, NIST developed a tool to automate completion of the
guide’s questionnaire that can be found at its Computer Security Resource
Center web site: http:/csrc.nist.gov/asset/.

Tn addition to these actions, the actual results of GISRA reviews and
evaluations have helped to further highlight where agencies have not
éstablished information security programs consistent with GISRA

#“National Institute of Standards and Technology, Security Self-Assessment Guide for
Information Technology Systems, NIST Special Publication 800-26, November 2001.

“National Institute of Standards and Technology, Federal Information Technology Security

Assessment Framework, prepared for the Federal CIO Council by the NIST Computer
Security Division Systems and Network Security Group, Nov. 28, 2000.
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requirements and where significant weaknesses exist. In its fiscal year
2001 report to the Congress on GISRA, OMB noted that although examples
of good security exist in many agencies, and others are working very hard
to improve their performance, many agencies have significant deficiencies
in every important area of security.” In particular, the report highlights six
common security weaknesses: (1) a lack of senior management attention
to information security; (2) inadequate accountability for job and program
performance related to information technology security; (3) limited
security training for general users, information technology professionals,
and security professionals; (4) inadequate integration of security into the
capital planning and investment control process; (5) poor security for
contractor-provided services; and (6) limited capability to detect, report,
and share information on vulnerabilities or to detect intrusions, suspected
intrusions, or virus infections.

Our analyses of the results of agencies’ fiscal year 2001 GISRA reviews and
evaluations also showed that agencies are making progress in addressing
information security, but that none of the agencies had fully implemented
the information security requirements of GISRA and all continue to have
significant weaknesses. In particular, our review of 24 of the largest
federal agencies showed that agencies had not fully implemented
requirements to

conduct risk assessments for all their systems;

establish information security policies and procedures that are
commensurate with risk and that comprehensively address the other
reform provisions;

provide adequate computer security training to their eraployees, including
contractor staff;

test and evaluate controls as part of their management assessments;
implement documented incident handling procedures agencywide;
identify and prioritize their critical operations and assets and determine

the priority for restoring these assets should a disruption in critical
operations occur; or .

“Office of Management and Budget, F¥ 200! Report to Congress on Federal Government
Information Security Reform (February 2002).
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e have a process to ensure the security of services provided by a contractor
or another agency.

According to OMB’s July 2002 guidance, agencies and their 1Gs were
required to submit the results of their fiscal year 2002 GISRA reviews and
evaluations to OMB by September 16, 2002, and to submit corrective
action plans by October 1. Our most recent analyses of audit reports and
evaluations to identify significant information security weaknesses
considered the results of the IGs’ fiscal year 2002 GISRA independent
evaluations. In addition, in response to a request by this subcommittee, we
are currently evaluating the results of agencies’ second-year GISRA
implementation; our evaluation is to include an analysis of agencies’
corrective action plans and their progress in correcting identified
weaknesses.

At this time, however, GISRA is still scheduled to expire on November 29,
2002. And although several bills would address GISRA reauthorization,
none have yet been enacted. We believe that continued authorization of
such important information security legislation is essential to sustaining
agencies’ efforts to identify and correct significant weaknesses. Further,
this authorization would reinforce the federal government’s commitment
o establishing information security as an integral part of its operations
and help ensure that the administration and the Congress continue to
receive the information they need to effectively manage and oversee
federal information security.

Improvement Efforts Are Underway, But Challenges Remain

Information security improvement efforts have been undertaken in the
past few years both at an agency and governmentwide level. These efforts
include the agency, IG, and OMB actions to implement GISRA information
security requirements and correct identified information security
weaknesses. In addition, in October 2001, President Bush signed executive
orders creating the Office of Homeland Security and establishing the
President’s Critical Infrastructure Protection Board.” Chaired by the
Special Advisor to the President for Cyberspace Security, the board is to
coordinate cyber-related federal efforts and programs associated with
protecting our nation’s critical infrastructures and recommend policies

“Establishing the Office of Homeland Security and the Homeland Security Council,”
Executive Order 13228, October 8, 2001 and “Critical Infrastructure Protection in the
Information Age,” Executive Order 13231, October 16, 2001.

Page 29 GAO0-03-303T



88

and coordinating programs for protecting informnation systems related to
critical infrastructure protection. In addition, the board is intended ta
coordinate with the Office of Homeland Security in activities relating to
the protection of and recovery from attacks against information systems
for critical infrastructure.

In July 2002, the President also issued the National Strategy For Homeland
Security to “mobilize and organize our nation to secure the United States
homeland from terrorist attacks.” According to the strategy, the primary
objectives of homeland security in order of priority are to (1) prevent
terrorist attacks within the United States, (2) reduce America’s
vuinerability to terrorism, and (3) minimize the darnage and recover from
attacks that do occur. This sirategy also calls for the Office of Homeland
Security and the President’s Critical Infrastructure Protection Board to
complete cyber and physical infrastricture protection plans, which would
serve as the baseline for developing a comprehensive national
infrasiructure protection plan. While the national strategy does not
indicate a date when the comprehensive plan is to be completed, in
September 2002, the board released a comment draft of a National
Strategy to Secure Cyberspace.” Defined as a strategy of steps the United
States will take to secure the information technology networks necessary
for the nation’s economy, defense, and critical services to operate, the
strategy is divided into five audience levels ranging from home users and
small businesses to discussion of global issues. Level 3 describes the
issues and challenges of, and makes recommendations for, critical sectors,
including the federal government, state and local government, higher
education, and the private sector.

These actions are laudable, However, given recent events and reportsthat
critical operatiors and assets continue to be highly vulnerable to
computer-based attacks, the government still faces the challenge of
ensuring that risks from cyber threats are appropriately addressed.
Accordingly, it is important that federal information security efforts be
guided by a comprehensive strategy for improvement.

‘We believe that the following seven steps should be taken as part of 2
comprehensive strategy for improvement.

*Office of Homeland Secutity, the White House, National Strategy for Homeland Securtty,
July 2002

*The President’s Critical Infrastructure Protection Board, The National Siratezy to Secure
L% For Draft, 2002,
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First, it is important that the federal strategy delineate the roles and
responsibilities of the numerous entities involved in federal information
security. This strategy should also consider other organizations with
information security responsibilities, including OMB, which oversees and
coordinates federal agency security, and interagency bodies like the CIO
Council, which are attempting to coordinate agency initiatives. It should
also describe how the activities of these many organizations interrelate,
who should be held accountable for their success or failure, and whether
they will effectively and efficiently support national goals.

Second, more specific guidance to agencies on the controls that they need
to implement could help ensure adequate protection. Currently, agencies
have wide discretion in deciding what computer security controls to
implement and the level of rigor with which to enforce these controls. In
theory, this discretion is appropriate since, as OMB and NIST guidance
states, the level of protection that agencies provide should be
commensurate with the risk to agency operations and assets. In essence,
one set of specific controls will not be appropriate for all types of systems
and data. Nevertheless, our studies of best practices at leading
organizations have shown that more specific guidance is important.® In
particular, specific mandatory standards for varying risk levels can clarify
expectations for information protection, including audit criteria; provide a
standard framework for assessing information security risk; help ensure
that shared data are appropriately protected; and reduce demands for
limited resources to independently develop security controls.
Implementing such standards for federal agencies would require
developing a single set of information classification categories for use by
all agencies to define the criticality and sensitivity of the various types of
information they maintain. It would also necessitate establishing minimum
mandatory requirements for protecting information in each classification
category. At this time, NIST plans to publish a special publication in Spring
2003 that establishes a set of standardized, minimum security controls for
information technology systems addressing low, moderate, and high levels
of concern for confidentiality, integrity, and availability.

Third, ensuring effective implementation of agency information security
and critical infrastructure protection plans will require active monitoring
by the agencies to determine if milestones are being ret and testing to
determine if policies and controls are operating as intended. Routine
periodic audits, such as those required by GISRA, would allow for more

*1J.S. General Accounting Office, jon Security. Learning from Leading
Organizations, GAO/AIMD-98-68 (Washington, D.C.: May 1998).
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meaningful performance measurement. In addition, the annual evaluation,
reporting, and monitoring process established through GISRA is an
important mechanism, previously missing, to hold agencies accountable
for implementing effective security and to manage the problem from a
governmentwide perspective.

Fourth, the Congress and the executive branch can use audit results to
monitor agency performance and take whatever action is deemed
advisable to remedy identified problems. Such oversight is essential for
holding agencies accountable for their performance, as was demonstrated
by OMB and congressional efforts to oversee the Year 2000 computer
challenge.

Fifth, agencies must have the technical expertise they need to select;
implement, and maintain controls that protect their information systems.
Similarly, the federal government must maximize the value of its technical
staff by sharing expertise and information. Highlighted during the Year
2000 challenge, the availability of adequate technical and audit expertise is
a continuing concern to agencies.

Sixth, agencies can allocate resources sufficient to support their
information security and infrastructure protection activities. In our review
of first-year GISRA implementation, we reported that many agencies
emphasized the need for adequate funding to implement security
requirerents, and that security funding varied widely across the agencies.
Funding for security is already embedded to some extent in agency
budgets for computer system development efforts and routine network
and system management and maintenance. However, additional amounts
are likely to be needed to address specific weaknesses and new tasks. At
the same time, OMB and congressional oversight of future spending on
information security will be important to ensuring that agencies are not
using the funds they receive to continue ad hoc, piecemeal security fixes
that are not supported by a strong agency risk management process.
Further, we agree with OMB that much can be done to cost-effectively
address common weaknesses, such as security training, across
government rather than individually by agency.

Seventh, expanded research is needed in the area of information systems
protection. While a number of research efforts are underway, experts have
noted that more is needed to achieve significant advances. In addition, in
its December 2001 third annual report, the Gilmore Commission
recommended that the Office of Homeland Security develop and
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implement a comprehensive plan for research, development, test, and
evaluation to enhance cyber security.™ In this regard, the Congress
recently passed the Cyber Security Research and Development Act (H.R.
3394) to provide $003 million over 5 years for cybersecurity research and
education programs. This bili, which has been sent to the President for
signature, would direct the National Science Foundation to create new
cybersecurity research centers, program grants, and fellowships. It would
also direct NIST to create new program grants for partnerships between
academia and industry.

Mr. Chairman, this concludes my written testimony. I would be pleased to
answer any guestions that you or other members of the Subcorumitiee
may have at this time,

If you should have any questions about this testimony, please contact me
at (202) 512-3317. I can also be reached by e-mail at daceyr@gao.gov.

{810183)

® Third Annual Report to the President and Congress of the Advisory Fanel to Assess
2 5 fo ifities for T 7 ing Weaj of Mass Destruction
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Mr. HORN. The vice chairman, Mr. Lewis, would like to take a
look at some of these, and I want him here because he’s the only
member of this full committee and the subcommittee of Ways and
Means. That’s a very lofty committee and goes back to the first—
1789. And they also have to do with tax administration. And I'm
hoping with him being on Ways and Means that we can get our
debt collection law, which Mrs. Maloney and I put together in
1996—and it’s going great right now. It’s just that’s for nontax.
And now we’d love to have you, Ron, as the—if you can sneak in
at night to get them to get the debt collection.

And when I looked at that—and that’s when I asked the then-
President, how about getting a CEO, because we’re not getting any-
where, and IRS in one pot had $100 billion sitting there to be col-
lected. When I counseled that one, they said, Oh, oh, there’s one
other one, easier; $60 billion. And we’re looking for money in this
i:oulliltry? Let’s get it done. And you will be a hero, Ron. And good
uck.

Mr. LEwis. Thank you, Mr. Chairman. We could use some extra
money right now.

Mr. HORN. Yep.

Mr. LEwis. Mr. Forman, the OMB has issued guidelines stating
that agencies must include security procedures in their budget re-
quests for information technology projects. They do not—the OMB
has said it will not fund the project. Has the OMB refused any
funding for this reason?

Mr. FORMAN. Yes, we did last year. There will of course be some
more feedback we’ll give to the agencies. Generally the approach—
and we do this with a business case—is to refuse funding if an
agency does not have good justification on a number of the compo-
nents, security being one of them.

There are a number of programs last year that we put on the
high-risk list for fiscal year 2003 where security was the predomi-
nant problem, and so we spent quite a few months working with
the agency to address the security problems. I'd say generally—I
can’t say for a fact it’s in every case—but generally the agencies
would rather work through their security problems than not get
funding, so that incentive structure seems to work.

Mr. LEwWIS. Very good. Thank you.

Excuse me, I get the opportunity to give you some more ques-
tions. The Security Act requires that agency corrective action plans
address all known vulnerabilities. If agency plans fail to include all
known vulnerabilities, what action will the OMB take?

Mr. FOorRMAN. We, through both last year’s guidance and then
this year’s most recent guidance, have taken a comprehensive ap-
proach. That’s one of the reasons that we believe so strongly in
having both a CIO’s report and an audit followup process
leveraging the IGs. The ultimate approach, therefore, when we get
the reports and the submission is to compare the two sets of data.
Also use the GAO data and work via the budget process to ensure
that remediation occurs.

Lets say, as I pointed out in my testimony, one of the recurring
problems that we’ve seen is agencies’ desires to invest in new IT
and at the same time claim that they can’t remediate legacy sys-
tems problems. There’s a tradeoff to be made. Obviously, if a legacy
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system is only going to exist for 5 or 6 months, one may not invest
in a total security overhaul, and there are other ways to protect the
system. But there are too many instances still where we see agen-
cies not doing what I consider the nuts and bolts here.

A corrective action plan has to include some certification and ac-
creditation of the legacy systems. And so again we are making very
clear to the agencies that we’re simply not going to fund new in-
vestments and short remediation on accreditation certification. I
think you’ll see that’s a much bigger focus this year for us when
the report comes in in the February timeframe.

Mr. LEwis. Based on the OMB’s analysis if the performance
measures required in the Government Information Security Reform
Act Report, it accurately measures the agency’s progress in secur-
ing their critical computer systems. Does it?

Mr. FORMAN. The—I think there are a couple of issues to con-
sider. First of all, I'd say yes; but it’s at a high management level.
And, of course, one of the things that the chairman has worked so
hard on for many years I think is coming to fruition. We've got sec-
retaries and deputy secretaries now who are focusing on security.
In fact, within the White House, all the way up to the President,
people are focused on cyber security now. There’s a difference,
though as we get into the details. And I think as my colleague from
GAO has laid out very clearly, it’s time to get into the nuts and
?olts. And program management now comes much more to the fore-
ront.

So we too are going to shift our focus on that and onto a lot of
nuts and bolts. At the same time, I don’t think you can ignore the
fact that the vulnerability and threat picture has shifted. So there
are a couple of types of threats. One, I would consider the hacker
threat that we addressed in the testimony. And in there we’'re mak-
ing much heavier reliance on FedCert and increasing their capabili-
ties, the patch management services contract that I alluded to. And
by leveraging XML and some of the easier reporting technologies
to reduce the burden and literally allow for electronic-type report-
ing of incidents so you don’t have to have a person in the process
per se, we can make that a seamless process and we’ll move for-
ward in that.

The organized threats are going to take a different level of re-
sponse and a different approach to that, I think, than what we’re
viewing in hackers. While I can’t get into, obviously, much of the
discussions going on, I think you’re probably aware that the dead-
line for comments on the cyber strategy is today. But what I can
say is that regardless of what happens, we know we have to tight-
en up the continuity of business operation planning again, as Mr.
Dacey alluded to. It’s better, but this is very similar to the Y2K
issue. And before September 11 last year, I'd say very few of the
agencies had been maintaining the continuity of operations plan.
So that too has become a big focus for us.

Mr. LEWIS. One more question. The OMB’s 2001 Report to Con-
gress required by the Government Information Security Reform Act
highlighted six common weaknesses of Federal agencies. Have you
noted any significant improvements in these areas?

Mr. FORMAN. As I alluded to in my testimony, yes, although it’s
not as governmentwide as we would like to see in all the areas.
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Some agencies are making marked progress. We have some dis-
crepancies based on our initial view, versus the chairman’s score-
card. But what I'd say is that the most marked increase is in the
senior manager, the secretary and deputy secretary focus, and that,
without a doubt, is uniform now across the board, as I think you
hearcll from Deputy Secretary Lockhart and also others on the
panel.

Mr. LEwis. Thank you.

Mr. HORN. Thank you. Let’s talk about Commissioner Lockhart’s
work and how that goes about. And would it be possible, Mr.
Forman, that OMB might have various types of teams brought to-
gether of different Cabinet departments so that you could go out—
and the word “accreditation” was mentioned a little while ago. And
if we had a team like that needed some help, would that be useful
to OMB?

Mr. FORMAN. Well, there are some teams in the Federal Govern-
ment that do get involved in a range of security reviews: obviously,
the National Institution for Standards and Technology, Depart-
ment of Energy, and I believe some other departments. There’s a
fruitful source of this support in the private sector. The Interior
Department, for example, has engaged a company to help them
with accreditation and certification. This capability is a type of
service that is exactly as you laid out. It’s project based. It’s team
based. And I don’t know that it’s inherently governmental. There
are clearly a set of government rules and regulations, but they’re
also industry practices. It gets down to things like what’s the prop-
er way to install a certain type of software or a certain server; is
it outside or inside the firewall? And my preference would actually
be that rather than buildup huge teams within the government
that were forever trying to work across traditional silos, that we
would increase our reliance or continue our reliance on the private
sector teams. I know that companies, as us, have a growing de-
mand for that type of service.

Mr. HorN. Commissioner Lockhart, would you be willing to let
some of your best people for a while go in other parts of the execu-
tive branch?

Mr. LocKHART. Well, Mr. Chairman, we do have some very good
people and we have some very big challenges. Now, would we very
much like to work with the rest of the government and we'’re trying
to, through mechanisms like the President’s Management Council
which I serve on, trying to go across government and work to-
gether.

I guess I would agree with Mr. Forman that—and we use this
extensively. We use a lot of private sector expert technology and
consulting firms to do this kind of activity. We work with them. We
would be happy to share our expertise, but we have a lot of needs.
Even though we have good grades from you, we still have a long
ways to go. So I would like to keep them internally, if we could.

Mr. HORN. Well, I can realize that. But it seems to me, you don’t
have to do it all the years, but get in there and help them.

Mr. LoCKHART. Well, certainly we are involved in the CIO group.
We do share best practices, and we will continue to do that. We
learned from other departments, and hopefully they learned from
us.
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Mr. HORN. With Social Security and with your being on the coun-
cil—aren’t you? And that includes all CIOs?

Mr. LocKHART. Well, the council I referred to is President, Man-
aging Council, which is the Deputy Secretary, Deputy Commis-
sioner.

Mr. HORN. And that is your equivalent for Social Security?

Mr. LOCKHART. Right.

Mr. HORN. And what I am wondering about, when I hear there
is no CIO in one place, Mr. Forman, do we have any more that are
missing CIOs?

Mr. FORMAN. Departments that are missing CIOs?

Mr. Horn. Yes.

Mr. FORMAN. Yes, we do. I thought we had gotten a full cadre,
but we seem to run up against the inevitable situation in govern-
ment where people stay in new jobs for around 18 months. And so
we are working through getting some new folks.

What I would say is that we do seem to get good talent in these
jobs, as people are retiring or leaving for other opportunities, find-
ing good people to fill in; and I will give you an example on that.
I think one of the most important ones here is the security liaison
in the CIO counsel, and that’s a CIO that essentially works with
the different committees—we have three major committees, the
Workforce Skills, the Best Practices Committee, and the Architec-
ture Committee—and fuses security focus into those committees.

Ron Miller, who had been the CIO at FEMA, moved over to work
on the transition team. FEMA was able to promote a deputy that
he had recruited, a very talented and capable person, Rose Parks,
to their C I0. But meanwhile, we quickly, because of the impor-
tance of this, wanted to make sure we had a solid CIO for that liai-
son, and so we picked Van Hitch, who is the CIO at the Justice
Department.

Now, Justice is—one of the differences of opinion I would have
with your scorecard, I think they made good progress there. But
Van also was a recent hire from the private sector. When he was
hired into the government, he came in with—and this was one of
the early ones—Attorney General anointing the CIO as having the
responsibility that was originally envisioned under the Klinger-
Cohen Act.

So we are working through the inevitable rotation, and there are
some success stories there as well.

Mr. HORN. Now, CFOs, are we short them in some of the agen-
cies and departments?

Mr. FORMAN. That, I am not prepared to address.

Mr. HORN. Anybody here looking, stealing people from one place
to the other? Well, let us get it in the record; and, without objec-
tion, it will be put in at this point.

I would just like to know the degree to which Chief Financial Of-
ficers, what relation do they have to help in this situation and
work with the Chief Information Officer? And I would like to hear
how that—because part of the problem here is who is getting what
part of the pie to get the cyber situation.

Mr. LOCKHART. I can answer from the Social Security standpoint.
I think we find that working relationship extremely important be-
tween the CFO, the CIO, and the Systems Group. And they work
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very closely; they are all part of the senior management team of
Social Security. We work closely in a very integrative fashion on
the budget process; we work on the fiscal security, as well as com-
puter security, together. And I think that teamwork has really
helped and been part of our success, in that we have people ex-
tremely devoted to the agency and to our mission; and, you know,
partially that is because since almost day 1 of Social Security, we
have been concerned about personal security, personal privacy.
That was our first regulation. And so it is really infused in our cul-
ture, and that includes the CFO, the CIO, the Systems Group, and
really the 65,000 people of Social Security.

hAnd so that is one of the important ways that we have tackled
this.

Mr. HOrN. I was heading just for you, the Inspector General.
And you have got a council, too. And so what is happening that
IGs, you are doing, for example on the financial management part
of your working? You are the one that can go outside and put in
the accounting aspects of it, and I would be curious how much the
I Gs can help the C IO so they can get the resources they need.

Mr. MEAD. I think the Inspector General concept is really key to
helping both the CIO and the CFO functions fully blossom. And the
creatures we call Inspectors Generals, have a very peculiar report-
ing relationship. By law, we are to report to the Secretary and the
Congress to keep each currently and fully informed.

Inspectors Generals are that part of the agency that are respon-
sible for auditing. They see things happening much earlier than
other outside oversight agencies might be able to; and you are able
to effect proactive change. And I think that it is important that you
have a collaborative relationship with the CIOs and CFOs in these
agencies.

And I would say, for example, that in the Department of Trans-
portation, the CFO is also the Assistant Secretary for Budget,
which means that CFO has clout. When the Assistant Secretary for
Budget speaks, she is also speaking with her CFO hat.

We have turned the situation around on the financial statements
at DOT. For almost 8 or 9 years running, they got a disclaimer,
and now they have greatly improved their financial situation.

The situation with the Chief Information Officer is a bit different
because the Chief Information Officer doesn’t have any line author-
ity over much of anything. And I point that out in contradiction to
the Chief Financial Officer construct.

Mr. FORMAN. If T can add to that, I think that it is important
to understand the implications there on a couple of fronts.

First of all, when we talk about the President’s management
agenda and the five scorecards, there are a lot of interrelationships,
and the one that is important here is between the financial man-
agement scorecard and the e-government score. Generally—and we
went through this in this last quarter—when there is a material
weakness related to the security program, the agency is going to
get a double zinger. They will get it on the management scorecard
and they will get it on the e-government scorecard.

What the public sees is the scores. What the President sees is
the detail behind the scores, and that includes the name of the per-
son who is responsible for it. So they will see the zinger on the two
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scores with the CIO, or whoever the e-government lead is for that
department; and the CFO, or whoever is the financial management
lead for that department.

It is important, therefore, I think, that we continue to have com-
puter security linked with being a financial material weakness.

The other thing that you alluded to, though we did go through
this almost a year ago, a situation where a CFO said, Oh, OMB
will forget about the security issues; it is not a big deal. And that
CFO learned that was a career-threatening comment. This is ex-
tremely important to the White House. And that—I think that
word has gotten around to the other CFOs now.

Mr. HorN. There is a CFO in the executive forces of the execu-
tive branch where OMB is there and a whole group of agencies. Is
that CFO still there?

Mr. FOorMAN. That is a good question. Again, I don’t know for a
fact that person is still in their job.

Mr. HORN. Well, we put it in there before the current President,
and it was—we tried to do it with the previous President. And they
said no, no, we don’t want that. And I said, hey, wait a minute.
This will be for the next President. Oh, no problem, they said, let
them do it. Good heavens.

Now, I am just curious, because we do need a CFO and a CIO.
Now, who is the CIO that helps your colleagues in the executive
office of the President?

Mr. FORMAN. Well, I am not sure that we have the formal or—
the formal anointment of a CIO. Our CIO, who had been your CIO
here in the House, was promoted to the Office of Administration.
So his deputy moved up as at least the acting CIO. And I think—
as you know, we have worked fairly closely with the Appropriations
staff to make sure that the executive office of the President is being
held to the exact same standard that we are holding all the other
agencies to. That is a commitment. You know, if you are going to
hold other agencies accountable, you have to start by holding your-
selves accountable. So we have done that.

I will say that—and I don’t know our results on our security re-
view yet, but I will say, as the user, primary user, I have had more
things stripped from e-mails by our firewall, which is one of the
signs I know. We don’t experience many—much down time. And we
are ultimately a prime target in the hacker community. So we have
extensively strong firewalls and an exceedingly risk-adverse IT se-
curity policy that is employed to fight firewalls and other tools.

Mr. HORN. Is there a question on this particular?

Mr. LEWIS. No.

Mr. HORN. Go ahead.

Mr. LEWIS. There is one question that I wanted to get to, and 1
have to leave in just a second.

Mr. Mead, the Federal Aviation Administration, does the Federal
Aviation Administration have a tested contingency plan to ensure
that it can continue to operate its air traffic control system if hack-
ers were to successfully attack? That is important to all of us.

Mr. MEAD. I will give this in a two-part answer.

First, a decision was made earlier this year, based on a report
we issued, with recommendations that the air traffic control system
would not be tied in any way to the Internet. There was a proposal
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from FAA that has been percolating from 1999 to 2000 period that
they would have a system that, in theory, would be insulated from
the Internet, but we felt it would be vulnerable.

A high-level decision was made this year, that would not be the
case. Therefore, the air traffic control system cannot be hacked
through directly from the Internet. And I think that was a very
good decision; although it is going to cost some money, it is worth
it.

Second, the air traffic control system, if one part of it were to go
down for some reason, other elements of it can pick up the oper-
ations for a short period of time. We do think, as reported in our
GISRA report, that for the longer term FAA needs a more robust
contingency plan. But for the shorter term, we think they have a
good one.

In addition, as I noted in our testimony, the background checks
on people have improved dramatically over the last couple of years.
The principal exposure we have on the AT C system is not from
private attackers; it is insiders or contractors. That is where the at-
tention needs to be focused.

But for the short term, I can give you good assurances that we
are in decent shape. For the longer term, we need to pay more at-
tention. And that is what we reported to OMB and the Secretary.

Mr. LEwIs. Thank you.

Thank you, Mr. Chairman.

Mr. HORN. Thank you. Appreciate it.

Let us just have a couple with Mr. Mead, the Inspector General.
And the Security Act directs the agency’s Chief Information Officer
to develop and maintain an agency-wide information security pro-
gram; yet, the Department of Transportation has not had a Chief
Information Officer since January 2001.

Why has this been allowed to continue, and who has taken on
the responsibility in lieu of the Chief Information Officer?

Mr. MEAD. Why has it happened? It has not been for want of re-
cruiting. They did have a candidate; that fell through for one rea-
son or another. They are now vetting other candidates. But I have
got to say that I think that the importance of the position needs
to be recognized more vigorously. If you were talking about the
FAA Administrator, the Assistant Secretary for Budget, or the Dep-
uty Secretary, those positions would not be allowed to go vacant for
such a long period of time.

We will have a Chief Information Officer. I think it will take
probably 2 or 3 more months. But we really need one.

You know, this year, Mr. Chairman, OMB did something I think
was quite good. They brought together the management side of
OMB, the budget side, at very senior levels—the Inspector General,
the budget people, the Chief Financial Officer. And they went over
their range of material weaknesses that needed to be addressed.
And missing, of course, was our Chief Information Officer because
we didn’t have one.

Instead—and here is the answer to the second part of your ques-
tion—we had the acting Chief Information Officer who has taken
on that position frequently, given that over the last 6 years we
have had a Chief Information Officer for only 18 months.

Mr. HORN. And you haven’t seen a problem. Is that it? Or——
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Mr. MEAD. No. I have seen a problem, and the problem is two
fold at DOT. One, the CIO does not have line authority over budg-
ets. Two, the CIO does not have input into the performance ap-
praisals of the Chief Information Officers of the various operating
administrations. You need to have those two elements.

We did have a Chief Information Officer for 18 months during
the last administration, and we still had problems. We had prob-
lems largely because the operating administrations did not feel ac-
countable to that CIO. And right now you have Secretary Mineta
and Deputy Secretary Jackson doing the street work to get atten-
tion paid to information security. And they are doing a good job,
but they have a lot of other things to do, too.

Mr. HORN. Mr. Forman, are there other CIOs that do not have
any—looking at, in terms of the budget? Or is it at the upper level
of the Deputy Secretary?

Mr. FOrRMAN. Well, obviously, especially in this era we want the
secretaries and deputy secretaries to focus on improving the quality
of the cyber security posture at the departments.

But I have to agree with Mr. Mead; where we have seen
progress, there has been clear action taken to empower the CIO.
We did some of that in the budget process last year. Obviously, our
focus on capital planning and enterprise architectures is specifi-
cally for that purpose, but also other Secretaries, the Attorney Gen-
eral. So, where there is a Secretary or where we are working with
the Secretaries make it clear that the CIO is fully empowered, we
see progress.

Now, I would say transportation is one where there is a less-
than-powerful CIO. I think, though, we have—whether it is OMB
or if you talk to the Secretary or Deputy Secretary, all agree they
need a powerful CIO. You run into an interesting situation then,
trying to recruit someone, because you know that first person there
is going to be one that is going to take on some very longstanding
cultural issues, political issues, both internal and relationships be-
tween operating administrations and the Congress. And it does
take, I have found, a concerted effort in working with this commit-
tee, with the Appropriations committees, with the leadership of
that department and OMB, to make that change occur. And that
is really tough absent a burning document or crisis like the situa-
tion at Interior.

Mr. HORN. Well, we will move to the Carnegie Mellon expert
here. And in your testimony, you state that the number of reported
incidents continues to rise. Mr. Mead stated that the Department
of Transportation has reported more than 25,000 incidents in 2002,
although all may not have been intrusions. Meanwhile, some agen-
cies, such as the Department of Housing and Urban Development,
have reported no incidents.

Given your expertise on this subject, how would you explain this
disparity?

Mr. PETHIA. Two reasons that I can think of. One of them is that
often organizations, both in the government and in the private sec-
tor, shy away from reporting incidents because they don’t want the
little black mark that goes next to their name that says there is
a possibility of a security problem. We certainly see a lot of that
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in the private sector. Concerns over loss of confidence in the organi-
zation make people reluctant to want to report.

The second reason is that very often I think a lot of these inci-
dents go not just unreported but undetected. We know that intru-
sion detection technology is only moderately effective. We know
that many organizations don’t have active programs in place to
monitor their systems and monitor their networks to look for signs
of intrusion.

So I think it is a combination of both, organizations that don’t
want to report because they are concerned about embarrassment,
but also, all too often, the case that these incidents go undetected.

Mr. HORN. You expressed concern about the vulnerabilities asso-
ciated with the supervisory control and data access systems. Can
you give us a specific example of the result if one of these systems
which controls some of the Nation’s critical infrastructure were suc-
cessfully attacked?

Mr. PETHIA. The example that was in my testimony was a case
that was reported from Australia where it was actually a disgrun-
tled employee who decided to affect the operations of a sewage con-
trol system, and in fact, hundreds of thousands of gallons of sludge
were dumped out into the environment causing the environmental
impact of that. You can hypothesize certainly other kinds of inci-
dents where, very simply, things like oil stops flowing, natural gas
stops flowing, power isn’t delivered to certain parts of the country,
hydroelectric dams are suddenly releasing water into river valleys
where the level of water is not expected.

So I think this is an area where we have to begin to understand
and pay more attention to the fact that the cyber world and the
physical world are now tightly connected. And we often think about
physical events and cyber events as separate kinds of things, but
now that we are living in a situation where we have to pay atten-
tion to terrorists, people that want to disrupt our society, I think
we have to, all of us, have a better understanding of how the cyber
world and the physical world are connected, how physical attacks—
how the impact of those attacks can be amplified by cyber attacks.
So, for example, if there were to be a physical attack on one of our
cities disrupting the communications systems that, at the same
time, would slow the response to that kind of an attack, it would
slow emergency services.

And similarly, we can see how physical attacks can exacerbate
the cyber attacks as well. And that is an area of work that I
think—you know, now that we are beginning to get some of the ba-
sics in place, I think we need to look beyond just cyber alone and
look at the connection between cyber and physical.

Mr. FORMAN. Mr. Chairman, if I may address a key point in that.
You know, we track data on intrusions, and we see the numbers
of thousands of intrusions. And while I am sure that is important,
the issue that has long existed is the internal threat. And the cor-
ollary to that is, you have to know what you do once you intrude.
You have to know what a piece of data is. Breaking into an Oracle
or an I BM DB2 data base doesn’t get me anywhere if I don’t have
a copy of that somewhere on my computer and know what that
data structure is. Otherwise, all I have done is revealed a string
of, who knows what.
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So it is not as—I don’t believe, as simple as saying the number
of intrusions have gone up and therefore there is a real problem
here. You have to have some insight about what you are doing in
order to say there is a real vulnerability or threat.

Mr. HORN. Any thoughts on that comment?

Mr. PETHIA. I think that is certainly true. The great majority of
what we see out there are what I often call “recreational hacking
attacks,” hackers are out looking for things to explore or out to
prove some kind of a political point who are not really bent on
doing damage. But I think as we become more reliant on this tech-
nology and as we interconnect more and more of our systems, the
people who are serious about causing damage, or the people who
are serious about taking advantage of us for their personal profit,
the criminals and the terrorists, will begin to move more and more
into this space.

And I agree with Mark, you certainly can’t attack a system and
do an awful lot of damage unless you do know something about it.
But we do know that our systems are being surveilled, we know
that they are constantly being probed, we know that networks are
being mapped. We know that there are people out there who are
working very hard to understand how our systems are configured
and how they are put together. And so I think a lot of the thing
we have to pay attention to is the insider threat. But an awful lot
of outsiders are working hard to become as knowledgeable as the
insiders, and we can expect to see those kinds of attacks in the fu-
ture.

Mr. HORN. Well, along that line of someone with your extensive
knowledge of Federal operations, what are the most important ac-
tions Federal agencies must take to improve their computer secu-
rity?

Mr. PETHIA. I am very happy to see GISRA and the effects that
it is beginning to have. I think the steps that are outlined there
are exactly the right ones for agencies to go through right now. But
as Mark said, Mr. Forman, earlier in his testimony, as we are now
beginning to get some of these high-level things in place, it is time
to get down into the details, the nuts and the bolts.

And that is why I often speak about the need for more trained
professionals, more knowledge about security, security issues, be-
cause this risk management action—as we begin to get the senior
level attention, as we begin to get security plans in place, as we
begin to go through an annual process, now it is time to implement
those corrections that are needed; and that requires knowledgeable
people. And so I think the next step is for agencies to have a real
understanding of exactly why these vulnerabilities are serious, and
then to put into effect the right kind of implementations and mon-
itor those implementations for effectiveness over time.

Mr. HORN. Mr. Dacey, based on your analyses of the last 2 years
of agency reports required by the Government Information Security
Reform Act, do you believe that the Federal Government is making
progress in its efforts to secure the government computer systems?

Mr. DACEY. Yes, Mr. Chairman, I do believe they are making
progress. There are many actions under way both, as I said, at a
governmentwide level and agency level; and I would distinguish
some of those actions. I think some of them were challenging, but
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longer-lasting actions will take some time to fully implement. We
have talked about some of these here this morning.

Putting in an effective security management program, I think is
key, because oftentimes in doing our audits, we find that maybe
the agency in fact fixed some of the specific weaknesses on the spe-
cific systems we audited, which is only a small portion of the agen-
cy systems, and yet we find the same types of incidents and prob-
lems occurring in other systems within the agency; and in fact have
seen on several occasions the same weaknesses occur as new oper-
ating systems are installed and the same changes aren’t made to
those new operating systems that were fixed on the old ones.

So I do think security management is key. I think we are seeing
some fundamental changes taking place. We talked earlier today,
the Honorable Mr. Lockhart had talked about SSA and their efforts
to monitor their systems and put together a program to really high-
light to executive management what is going on and really to probe
their own systems and understand; and we are seeing some efforts
in that arena as well.

We are seeing responsibilities changing—VA recently moved the
responsibilities for security and all of the budget decisions to the
CIO similar to what we talked about. And I know there are a num-
ber of agencies, although I don’t know which today, that is still an
issue—but we have seen where that is happening, it is starting to
make fundamental changes to the core, because what we really
?eed is a structure of management that can address these prob-
ems.

We talk about vulnerabilities that are showing up with a mag-
nitude of about a 12 or 13 a day, on average, and I am sure that
is increasing. Mr. Pethia might update us on that. But it really
calls for a fundamental structure; and it is a management chal-
lenge rather than a technical one.

I do agree we need to address some of the technical issues. I
think with the bill that Congress recently passed to provide some
funding for research and development and education are two key
areas that will help address some of those problems. But—I do
think those are the issues, but I do think there are improvements.
I think there need to be more, though.

And again getting back to the other discussion, some of the nuts
and bolts, we know on one hand there is a big risk, because there
are a lot of hacker tools and a lot of known vulnerabilities that
exist. On the other hand, we need to take that information and
take it back to our own systems and say, well, we know what kind
of things that the hackers might attack; we need to make sure that
our systems are prepared to address those areas.

So there is a lot of progress, but we also have got to keep in mind
that the risk, I think, is dramatically increasing. We are not deal-
ing in a static risk environment. I think it is increasing; I think
it will be a continuing challenge to make sure that those improve-
ments keep pace, or in fact we need to outpace the increase in the
risk to make progress, real progress.

Mr. HORN. What lessons can be learned from those agencies that
are successfully improving their computer security?

Mr. DACEY. I think Mr. Lockhart addressed some of those issues
in terms of security management.



103

We issued a guide in 1998 which really laid out a lot of the key
issues. And GISRA was fundamentally based on some of the same
principles, and your grades which you put up today are also based
on security management concepts. And that is putting in place a
key function responsible for computer security at a level in the
agency that has the senior management’s attention. That is a key
aspect. Making sure you have got risk assessments, understanding
what those risks are.

I know there are some governmentwide efforts now through
NIST to develop standardized guidance for certification and accred-
itation that are now in draft and lay out three risk levels; and they
intend to go further and define minimum controls for those risk
levels, as well as techniques that can be used to assess them.

So we really have a structure that is starting to take place to as-
sess the risks. I think those agencies that have gone ahead and
done that, that are far advanced in the certification and accredita-
tion process, have been able to demonstrate a better knowledge of
their systems and in fact inventory their systems, which is some-
thing that is in the Federal Information Security Management Act,
the fundamental process to make sure agencies have all their sys-
tems identified so they can begin that risk assessment process. And
agencies like S SA, I think have done a reasonable job of trying to
identify those systems and manage them. So that is important.

The second area is making sure you have the necessary controls.
I think with some of the NIST efforts—that may go to help. I think
it is a promising action that could help, because right now each
agency is deciding on their own on what the controls they need to
implement, and there isn’t a constancy. And if we have that, as we
talked about in testimony, I think, in July, there can be some con-
stancy in training as well as tools developed to help people do what
they need to do.

The third area is security awareness. I think a lot of agencies are
now putting together programs to make sure that the employees
are aware. Computer security is fine, but if someone can call up
somebody in the agency and they willingly give up their password
or use passwords that aren’t very secure, that really endangers the
whole system, not only that system, but anything it is connected
to in a trusted environment. So I think that is another area where
we have seen progress.

And the last area is really in the monitoring, and we are starting
to see some agencies, such as Social Security, go outside to really
have someone come in and help them test their systems to see if
they are secure. I think that is a key component that has been long
missing, but we are starting to see a lot of activity in that regard.

Also, as part of the certification and accreditation process, NIST
is working on developing standards for accrediting entities that
would do that.

I think one of the important elements, if we are going to proceed
in this effort—and I think it is important—is to ensure some con-
sistency in the types of testing of controls that are carried out, be-
cause right now there is a wide variation in the quality and extent
of the procedures that may be used by the private sector. And I
think bringing those to some consistency will be important.
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So I think those are all aspects that, where agencies have done
those kind of things and put responsibility in the CIO position, we
are starting to see some fundamental changes. But again, those
will take some time to come to fruition and for all the significant
weaknesses we talked about to be identified.

Last, those significant weaknesses that I said in my testimony
will likely increase, because I think we are still finding more of
them, and as those get identified, hopefully those will get ad-
dressed as well, and we will get the numbers down.

Mr. HORN. In the help GAO and you have given us, to what de-
gree are the agencies having very realistic, adequate contingency
plans to recover their critical operations without a significant loss
in their ability to conduct their mission?

Mr. DACEY. Based upon our review in the chart, we identified 20
agencies that had one or more significant weaknesses in contin-
gency planning. And I think that is particularly important, because
we were looking at report issued since September or after Septem-
ber of last year. And so that is a critical area. And I know a lot
of agencies have been trying to address that, but again, to get back
to fundamental issues: Do you know your systems? What they are?
In some cases, we still struggle with that when we do our audits
and go in, ask for inventories and structures of networks, we often-
times don’t get up-to-date pictures of what the agency has; and
they need that.

Second, we have seen where there are plans, they may not be
complete and assets properly prioritized, and probably one of the
most important elements missing in many is really a comprehen-
sive testing. Again, some agencies are doing that, but unless you
comprehensively test this process—and I mean frequently; I don’t
know, there is no definite frequency, but with some degree of fre-
quency—you don’t know if it is going to work in case you have to
employ it.

I know there are a lot of lessons learned based upon the effects
of September 11 on the private sector, which we have had in prior
testimonies before this committee. I think those are important les-
sons. Some of the more successful entities in the private sector had
gailﬁy extensive disaster recovery programs, as well as regular

rills.

I do remember one of them, in fact, having practiced what hap-
pens if senior management, who makes the key decisions, isn’t
available to talk to. And, in fact, they practiced that, and that is
what happened on September 11. They were busy evacuating lower
Manhattan. The people who don’t make day-to-day decisions had to
make them, and they had prepared to do that by prior exercises.

So I think there are a lot of challenges still in that area, and in
post-September 11 situations, particularly as Mr. Pethia pointed
out, the increasing threats for intentional damage that might occur.

Mr. HORN. Are there any things that we have not brought up
that would be useful in terms of getting a better type of a score
in the last year or 2 more years, and there wouldn’t be a lot of Fs
all over that place? Let us see how many could be in Social Secu-
rity, and that would help.

Mr. MEAD. I would like to see some tighter milestones. Having
gone through the Y2K experience at Transportation, where we
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have a lot of operational systems like air traffic control or search
and rescue, I think there is a very important value in having a
date that everybody is marching toward. And the beauty of Y2K—
it may be in hindsight, if I could use that word was that it had an
unwaiverable date. It was certain to occur, and the agency heads
and all the staffs knew that they were marching to get that done.
And a serious computer security incident would get our attention,
it might come too late.

Mr. HORN. Mr. Dacey.

Mr. DACEY. I would like to echo Mr. Mead’s comments. I think
one of the key areas that we have indicated in some of our prior
reports and testimonies, both for Federal information and security
and critical infrastructure protection, is the need to establish dead-
lines and goals.

I know one of the efforts that OMB has put forward as a result
of last year’s GISRA report is requiring all major agencies to un-
dergo a project matrix review, which would identify significant as-
sets of the agency and go about to identify interdependencies and
come out with a plan to remedy those, any risks that they identi-
fied.

One of the challenges there though is, it has now taken a fair
amount of time to get through that, and I don’t know how many
agencies have finished the first step. I know—=Social Security has,
I believe, already done that and is moving on in the second step.

But I think one of the challenges is, when does the government
expect these actions to be—some of these key actions to be com-
pleted? And I think that is an important part of setting—again, a
deadline helps to solidify what resources you need to get to that
deadline. I think that could be beneficial.

Mr. HORN. I want to thank our witnesses today and the vice
chairman, Mr. Lewis. And I am heartened by the administration’s
attention to this urgent problem. However, I am confident that the
sustained pressure by the Office of Management and Budget, the
General Accounting Office, and the Committee on Government Re-
form in the Congress, Federal agencies will continue to make
strides to protect these vital systems.

We must solve this problem, and we must solve it quickly. The
American people desire to know that the information they share
with the Federal Government is protected. They must also be as-
sured that the government services they rely on will not be inter-
rupted.

I want to thank the subcommittee staff that has worked on this
with a number of you. Bonnie Heald, the staff director, put your
hand up; don’t be shy around this place. Henry Wray, senior coun-
sel; he is down working—he was very—working in terms of three
bills we had the last night of this Congress, and they are about to
go to be signed by the President. Counsel Dan Daly; Dan Costello,
professional staff; the majority clerk, Chris Barkley; and staff as-
sistant, Ursula Wojciechowski.

And then the detailee from the General Accounting Office has
spent a lot of time on this. She is working here with my left hand
and your right; and we are delighted with the General Accounting
Office, and Elizabeth Johnston has done a wonderful job. I hope we
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can keep her longer, although I don’t know; GAO might want her
back, or at least put a chain on her. So she has done a great job.

And on the minority staff we have Michelle Ash, counsel, and
Jean Gosa, the minority clerk. And they have done a wonderful job
at every hearing I have done.

I thank the court reporters, Christina Smith and Desirae Jura.
Thank you very much.

And, with that, we are adjourned.

[Whereupon, at 11:41 a.m., the subcommittee was adjourned.]

[Additional information submitted forthe hearing record follows:]
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How Grades Were Assigned -- 2002 Computer Security Report Card

The subcommittee’s computer security grades are based on information contained in
agency reports to the Office of Management and Budget (OMB).

In October 2000, the President signed into law the Fiscal Year 2001 Defense
Authorization Act (Public Law 106-398), which enacts a new subchapter on information
security: Title X, Subtitle G, Government Information Security Reform (GISRA). This
subchapter, known as the "Security Act,” focuses on the program management,
implementation, and evaluation of agency plans and procedures designed to protect the
security of information technology systems that support Federal operations and assets.
Among its provisions, the Act requires agency Chief Information Officers (CIOs) and
Inspectors General (IGs) to evaluate their agency’s computer security programs and
report the results of those evatuations to the Office of Management and Budget (OMB) in
September of each year, along with their budget submissions.

On July 2, 2002, the OMB provided revised reporting guidance on implementing the
Security Act to agencies and agency inspectors general. Similar to guidance provided in
2001, the OMB instructed agencies and their inspectors general to submit executive
summaries that include specific topics. These topics include the key elements of
computer security management programs, as outlined in the Security Act. This year,
however, the OMB also required that more specific performance metrics be used in the
evaluations of agency performance.

In assigning grades, the subcommittee first assigned weighted point values to each- OMB
topic, with a perfect score totaling 100 points. As shown in the accompanying chart
{(“Analysis and Scoring Criteria,”) point values were assigned for topics according to
their importance to an agency’s computer security program. The subcommittee's point
values for each topic are consistent with the values assigned in determining last year's
report card scores. Since most questions provide a range of possible responses, the
number of points assigned to each response is proportional to the agencies' compliance
with each topic. For example, when an agency summary found that agencies were 90
percent to 100 percent in compliance with the topic, they received the full weighted
value. Agencies that had a 29 percent or lower compliance rate received zero (0) points.
The subcommittee tallied agency scores based on an analysis of these responses.

Because this year’s OMB guidance required agencies to respond to specific performance
measures, these reports provided the subcommittee with a more reliable measurement of
agency performance than in previous years." Thus, the subcommittee did not factor the
results of additional independent audits into the calculation of agency scores.

* In 2000, the first year that the subcommittee assigned agencies computer security grades, scores were
primarily based on agencies’ self-reporting in responses to a questionnaire developed by the subcommittee.
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Letter grades for the 24 major departments and agencies were assigned as follows;

90to 100= A
80t 89 =B
701079 =C
60to69 =D

59 and lower = F

Scores that fall in the upper or lower portion of a grade range received either a “plus” (+)
or “minus” (-), respectively. The Government-wide grade was determined by averaging
the scores of all 24 agencies.
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Analysis and Scoring Criteria for 2002 Report Card

Weight for
CIO and IG
Reports
Total possible points: 100
Does the report identify the agency’s total security funding as found
1 in its FY02 budget request, its FY02 budget enacted, and the 5
President’s FY03 budget broken down by major operating units and
including critical infrastructure protection costs?
a Yes 5
IAgency provided total funding in all three budgets, but a breakdown by
b |major operating components and/or critical infrastructure protection 3
lcosts not included
¢ [Total funding not provided in all three budgets 0
[The percentage of the agency's programs and systems reviewed in
2 [FY02 by program officials, ClOs, and IGs in accordance with NIST 4
self-assessment guidelines was:
a Between 90% and 100% 4
b Between 75% and 89% 3
¢ Between 60% and 74% 2
d [Between 45% and 59% 1
e [44% or less 0
B. Responsibilities of Agency Head 36
3 |Has the agency head fulfilled his/her security responsibilities? 36
a [The responsibilities and authorities of the CIO and program 2
. officials have been assigned, implemented, and enforced
i
b The CIO's review and concurrence is required for all IT 1
investments
Specific and direct actions have been taken to oversee that
ii |program officials and the ClO are ensuring that security plans are 3
up-to-date and practiced throughout the lifecycle of each system
iii) [The IT security program has been integrated with its CIP 5
responsibilities and other security programs
a Critical operations/assets have been identified through a - 3
Project Matrix or similar review
iv)
Interdependencies/interrelationships of critical
b loperations/assets have been identified through a Project 2
Matrix or similar review
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Subsequent to the Project Matrix (or similar review), critical

v) loperations/assets have been secured 5
He/she has ensured that all agency components have
vi) doct{mented procedures fgr_ I:eportin-g s.ecurity incidents and 12
sharing common vulnerabilities and incidents are reported to
FedCIRC or law enforcement in accordance with federal guidance
vii) The agency has ovefsigh.t procedures to verify that patches are 3
tested and installed in a timely manner
C. Responsibilities of Agency Program Officials 17
4 [Have program officials fulfilled their security responsibilities? 17
The percentage of systems that have been assessed and have a 2
i} llevel of risk assigned is:
a [Between 90% and 100% 2
b [Between 75% and 89% 1.5
¢ Between 60% and 74% 1
d Between 45% and 59% 0.5
e 44%or less 0
ii) "I'he percentage of systems that have an up-to-date security plan 2
is:
a [Between 90% and 100% 2
b Between 75% and 89% 15
¢ [Between 60% and 74% 1
d [Between 45% and 59% 0.5
e 44% or less 0
... [The percentage of systems that have been authorized for
i) N . pe e A 2
processing following certification and accreditation is:
a [Between 90%and 100% 2
b [Between 75% and 89% 1.5
¢ Between 60% and 74% 1
d [Between 45% and 59% 0.5
e ¥4% orless 0
iv) The perc_entage of systems t!wat have the costs of th_eir security 2
controls integrated into the life cycle of the system is:
a Between 90% and 100% 2
b Between 75% and 89% 1.5
c [Between 60% and 74% 1
d |Between 45 and 59% 0.5
e 44% or less Y]
v) The percentage of sy§tems whose se.curity controls have been 2
tested and evaluated in the last year is:
a [Between 90% and 100% 2
b [Between 755 and 89% 1.5
c [Between 60% and 74% 1
d [Between 45% and 59% 0.5
e 44% or less 0
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The percentage of systems that have a contingency plan that has
been tested in the past year is:

a [Between 90% and 100%

Between 75% and 89%

1.5

Between 60% and 74%

0.5

b
c
d Between 45% and 59%
e 4% or less

vii)

For operations and assets under their control, the percentage of
contractor provided services or services provided by another
agency for their program and systems that have been reviewed is:

Between 90% and 100%

Between 75% and 89%

Between 60% and 74%

Between 45% and 59%

Between 30% and 44%

|0 |Q|0|T |

29% or less

No contractor provided services or services provided by another
agency.

Haé the CIO fulfilled his/her security responsibilities?

GO IN (Wi~ |O;

38

The percentage of agency components and field activities that
have received security reviews (other than GAO or IG audits) is:

Between 90% and 100%

Between 75% and 89%

Between 45% and 59%

a

b

c Between 60% and 74%
d

e

Between 30% and 44%

f

29% or less

O|=in (Wb

=

The percentage of agency employees (including contractors) that
received security training informing them of their jobs’
information security risks and their responsibilities in complying
with agency information security policies and procedures is:

(3]

a

Between 90% and 100%

Between 75% and 89%

Between 60% and 74%

Between 45% and 59%

Between 30% and 44%

b
c
d
e
f

29% or less

O|=[N|w|H]|n

i)

[The percentage of employees with significant security .
responsibilities that received specialized security training is:

(53

Between 90% and 100%

Between 75% and 89%

Between 60% and 74%

Between 45% and 59%

a
b
c
d
e

Between 30% and 44%

=N h|g
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f I29% or less

iv

-

The agency provided the total training costs

v

=

lAgency corrective action plans address all
identified significant weaknesses

vi

=

[The CIO has appointed a senior agency information security
official

vii)

For operations and assets under his/her control, the percentage
of contractor provided services or services provided by another
lagency that have been reviewed is:

[}

a Between 90% and 100%

Between 75% and 89%

Between 60% and 74%

Between 45% and 59%

Between 30% and 44%

-0 |alo o

29% or less

No contractor provided services or services provided by another

9 lagency.

G| O|=|N(W(h|o

viii)

[The percentage of capital asset plans that include the requisite
security information and costs and have been independently
wvalidated by the ClO/other appropriate official prior to submittal to
OMB is:

o

Between 90% and 100%

Between 75% and 89%

Between 45% and 59%

Between 30% and 44%

a
b
c [Between 60% and 74%
d
e
f

29% or less

ix

<

iSecurity costs for all agency systems were reported on the exhibit
53

W (O (N || h o
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Computer Security Grades

2000-2002
Agency 2000 2000 2001 2001 2002 2002
Score | Grade | Score | Grade | Score | Grade
Agriculture 56 F 31 F 36 ¥
AID 72 C- 22 F 52 F
Commerce 72 C- 51 F 68 D+
DOD 69 D+ 40 F 38 F
Education 75 C 33 F 66 D
Energy INC* | INC* 51 ¥ 41 F
EPA 64 D 69 D+ 63 D-
FEMA INC* | INC 65 D 33 ¥
GSA 61 D- 66 D 64 D
HHS 58 F 43 ¥ 61 D-
HUD 73 C- 66 D 48 F
Interior 17 ¥ 48 F 37 F
Justice 52 F 50 F 56 F
Labor 38 F 56 F 79 C+
NASA 60 D- 70 C- 68 D+
NRC INC* | INC* 34 F 74 C
NSF 80 B- 87 B+ 63 D-
OPM 59 F 39 ¥ 52 F
SBA 55 F 48 F 48 | F |
SSA 86 B 79 C+ 82 B-
State 75 C 69 D+ 54 F
Transportation INC™ | INC* 48 F 28 F
Treasury 65 D 54 F 48 F
VA 65 D 44 ¥ 50 F
Governmentwide INC b- 53 F 55 F
Average

Agency 2000-2002 scores and grades are based on reports on the previous years’ security
reviews and evaluations.

* Agencies with three or more general control categories that had not been audited were
not assigned a grade. Instead they were given “INC” for incomplete. The Government-
wide grade was determined by averaging the final scores of all that received grades;
agencies with “incomplete” were not included in calculating this average.
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