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INFORMATION SECURITY IN THE FEDERAL
GOVERNMENT: ONE YEAR INTO THE
FEDERAL INFORMATION SECURITY MAN-
AGEMENT ACT

TUESDAY, MARCH 16, 2004

HOUSE OF REPRESENTATIVES,
SUBCOMMITTEE ON TECHNOLOGY, INFORMATION POLICY,
INTERGOVERNMENTAL RELATIONS AND THE CENSUS,
COMMITTEE ON GOVERNMENT REFORM,
Washington, DC.

The subcommittee met, pursuant to notice, at 1:17 p.m., in room
2247, Rayburn House Office Building, Hon. Adam Putnam (chair-
man of the subcommittee) Presiding.

Present: Representative Putnam.

Staff present: Bob Dix, staff director; John Hambel, senior coun-
sel; Chip Walker and Shannon Weinberg, professional staff mem-
bers; dJuliana French, clerk; Suzanne Lightman, fellow; Adam
Bordes, minority professional staff member; and Cecelia Morton,
minority office manager.

Mr. PutNAM. Good afternoon. A quorum being present on this
rainy Tuesday and the sound system back up and running, the
Subcommittee on Technology, Information Policy, Intergovermental
Relations and the Census will come to order.

Good afternoon and welcome to another important hearing on
cybersecurity. This is the first oversight hearing conducted by the
subcommittee on IT security this year.

Last year, we learned a great deal about threats, vulnerabilities,
new technologies and new strategies for addressing the important
issue of information security. Since our last hearing on this topic,
the only thing that has really changed is the urgency of the threat.

While I believe that it may be fair to say that there might be
more discussions taking place about these issues, the time for dis-
cussion and debate now yields to a more important requirement for
action. Every month virus and worm attacks are becoming more
prevalent and more malicious. One recent report placed the world-
wide mitigation costs for the month of February 2004, at $83 bil-
lion. Some say that number is overinflated. So let’s say that it’s off
by half. That’s still a staggering number.

The cyber threat poses some very unique and difficult challenges.
Our infrastructure and government systems can be attacked from
anywhere, at any time. We know that various terrorist groups are
very sophisticated and becoming more so each day, not to mention
government-sponsored attacks. Our government has taken dra-
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matic steps to increase our physical security, but protecting our in-
formation networks has not progressed commensurately, either in
the public or private sectors. DHS is really just getting its feet on
the ground in this arena. While I acknowledge the efforts of the
National Cyber Security Division, I will reiterate my concern that
we are collectively not moving fast enough to protect the American
pe((i)ple and the U.S. economy from the very real threats that exist
today.

The privacy and security of the public remain at risk. The eco-
nomic damage being done to our economy is significant. The mag-
nitude of this clearly is what makes this hearing so important, be-
cause governmentwide we are still failing to adequately secure our
networks. Government must be the leader. We must set the stand-
ard, and we must do it now. The oversight by this subcommittee
will be commensurate with the threat: ever increasing and aggres-
sive.

In December of last year, the subcommittee released the 2003
Federal Computer Security Score Card. It was the 4th year that
Federal agencies were graded, following the process begun by
former Congressman Steve Horn. This past scorecard for the first
time based grades on the criteria established by the Federal Infor-
mation Security Management Act [FISMAL].

Chairman Davis, through his FISMA legislation as part of the E-
Government Act of 2002, laid the groundwork for better security
and better reporting for the governments’s computer systems. This
year’s grades were based on the FISMA compliance reports that
the agencies provided to Congress and OMB in September of last
year. OMB has worked hard to advance computer security at all
the Federal agencies. I would also like to thank the GAO for their
invaluable help in preparation of these grades.

This year is an important grading year because, for the first
time, we can accurately compare the agencies to a previous year
because the grading elements provide an apples-to-apples compari-
son.

This year overall the Federal Government received a grade of D.
That’s a modest increase over the F the government received last
year.

For the first time, two agencies, the Nuclear Regulatory Commis-
sion and the National Science Foundation received A’s.

Fourteen agencies have increased their grades this year, al-
though a couple actually slid backward.

Only five agencies—five agencies—in the Federal Government
have completed reliable inventories of their critical IT assets, leav-
ing 19 without reliable inventories. This is troubling considering
we are 4 years into this process and we still have far too many
agencies with incomplete inventories.

How can you secure what you do not know you have? How can
you claim to have completed a certification and accreditation proc-
ess absent a reliable inventory of your assets?

The IGs of three agencies—DOD, Veterans Affairs and Treas-
ury—did not submit reports in a timely manner. This represents a
serious problem. I must stress the IG component of this equation
is critically important. The independent verification is vital and
particularly in light of the fact that there were significant dif-
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ferences between many of the agencies and their IG’s. Seven agen-
cies had differences of two grades or more with their IGs.

Fourteen agencies are still below a C, and eight received failing
grades.

As we worked on these grades, there were some overriding
themes that became apparent for the agencies with good grades
versus those with poor grades: a full inventory of their critical IT
assets; they identified critical infrastructure and mission critical
systems; a strong incident identification and reporting procedure;
tight controls over contractors; strong plans of actions and mile-
stones that serve as guides for finding and eliminating security
weaknesses.

The Nuclear Regulatory Commission and the National Science
Foundation should be commended for their outstanding scores, as
well as the Social Security Administration and the Department of
Labor for their B pluses. And while DHS has a failing grade this
year, we recognize the difficult reorganization that took place and
we expect significant improvement next year.

To assist agencies, I have requested that each of the 24 graded
agencies come to meet with staff to discuss their grade. So far, staff
has met with 14; and the results are very encouraging. We have
seen a great deal of enthusiasm and willingness to do the work
necessary. The agencies have also expressed gratitude for the op-
portunity to discuss the work they are doing and the grades with
the subcommittee.

I am encouraged that OMB, in the recently released FISMA re-
port and during Clay Johnson’s testimony 2 weeks ago, stressed
that there was an increased determination to hold agencies ac-
countable for implementing FISMA. There is some clarification
that I will seek today in something that is written in the OMB re-
port. The report on page 13 says the following: “while awareness
of IT security requirements and responsibilities has spread beyond
security and IT employees, more agency program officials must en-
gage and be held accountable for ensuring that the systems that
support their programs and operations are secure. This issue re-
quires the Federal Government to think of security in a new man-
ner. The old thinking of IT security as the responsibility of a single
agency official or the agency’s IT security office is out of date, con-
trary to law and policy and significantly endangers the ability of
agencies to safeguard their IT investments.”

While I agree that IT security is a collective responsibility, the
language I referred to seems to indicate that no one person will be
held accountable. I disagree. This chairman and this subcommittee
will seek accountability of the highest agency official responsible
for information technology investments to insure that IT security
is baked into the investment decisionmaking process, consistent
with the law as established in the Clinger-Cohen Act.

I have already initiated a process, working with Chairman Davis,
to amend the Clinger-Cohen Act to explicitly identify information
security as a required element of the IT investment management
oversight and decisionmaking process within every agency of the
Federal Government. The grade of D for the Federal Government
simply is not acceptable.
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Frankly, one of the continuing obstacles to progress is that too
many people still view information security as a technology issue.
This is a management and governance issue and must be ac-
counted for in every business case and in implementation of a Fed-
eral enterprise architecture. This is the responsibility of all stake-
holders, and the silo walls must come down with this and other
transformation efforts to employ collaborative solutions that will
provide increased safety and protection for the American people
and the U.S. economy.

I welcome and applaud the increased oversight being employed
by the Office of Management and Budget through the use of exist-
ing tools and business case evaluation. I particularly applaud the
recent announcement that OMB will not approve agency expendi-
tures for IT development and modernization projects until they
have sufficiently demonstrated that their existing information tech-
nology assets are secure.

Working together as partners in progress, we will continue to be
vigilant in our efforts to achieve the security of the information
networks that support the mission activities of the Federal Govern-
ment and protect the information assets that they contain.

Many cybersecurity technologies offered in today’s marketplace
can serve as safeguards and countermeasures to protect agencies’
IT infrastructures. To assist agencies in identifying and selecting
such technologies, I have asked GAO to categorize specific tech-
nologies according to the functionality they provide and describe
what the technologies do, how they work, and their reported effec-
tiveness. GAO is releasing this report today, and I want to thank
them for their work and effort in producing this document. I read
it on the plane up here, and it’s outstanding. It is information secu-
rity for dummies, Congressmen and bureaucrats; and I found it ex-
tremely helpful. Had I had that GAO report when I first became
chairman, it would have knocked the learning curve down a bit,
but it was very helpful.

I would like to welcome all of our witnesses here today. I want
to thank you for your time, and I look forward to your testimony.

[The prepared statement of Hon. Adam H. Putnam follows:]
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SUBCOMMITTEE ON TECHNOLOGY, INFORMATION POLICY,

INTERGOVERNMENTAL RELATIONS AND THE CENSUS
Congressman Adam Putnam, Chairman

OVERSIGHT HEARING
March 16, 2004

“Information Security in the Federal Government: One Year into the
Federal Infors Security M t Act.”

STATEMENT BY ADAM H. PUTNAM, CHAIRMAN

This is the first oversight hearing conducted by this Subcommittee on IT security this
year. Last year, we learned much about threats, vulnerabilities, new technologies and
new strategies for addressing the important issue of information security. Since our last
hearing on this topic, the only thing that has really changed is the urgency of the threat.
While I think it may be fair to say that there might be more discussions taking place
about these issues, the time for discussion and debate now yields to a more important
requirement for ACTION. Every month virus and worm attacks are becoming more
prevalent and more malicious. One recent report placed the worldwide mitigation costs
for the month of February 2004 at $83 billion. Some might say that number is over
inflated... but even if it’s off by half, the number is still staggering.

The cyber threat posses some very unique and difficult challenges. Our infrastructure

and government systems can be attacked from anywhere... at any time. We know that
various terrorist groups are very sophisticated. ..and becoming more so each day, not to
mention government sponsored attacks. Our government has taken very dramatic steps
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to increase our physical security, but protecting our information networks has not
progressed commensurately...either in the public...or private sector. DHS is really just
getting its feet on the ground in this arena, and while I acknowledge the efforts of the
National Cyber Security Division, I will reiterate my concern that we are “collectively”
not moving fast enough to protect the American people and the U. S, economy from the
very real threats that exist today.

The privacy and security of the public remains at risk. The economic damage being done
to our economy is significant. The magnitude of this — clearly -- is what makes this
hearing so important, because government-wide we still are failing to adequately secure
our networks. Government must be the leader, we must set the standard and we must do
it now. The oversight by this Subcommittee will be commensurate with the threat: Ever
increasing and aggressive.

In December of last year, the Subcommittee released the 2003 Federal Computer Security
Score Card. Tt was the 4" year that Federal agencies were graded following the process
started by former Congressman Stephen Horn. This past scorecard, for the first time,
based grades on the criteria established by the Federal Information Security Management
Act (FISMA).

Chairman Tom Davis, through his FISMA legislation as part of the historic E-
Government Act of 2002, has laid the groundwork for better security and better reporting
for the government’s computer systems. This year’s grades were based on the FISMA
compliance reports that the agencies provided to Congress and the Office of Management
and Budget in September of last year. OMB has worked hard to advance computer
security at all the Federal agencies and we have consulted OMB on the development of
the scorecard. I would also like to thank the GAO for their invaluable help in preparation
of these grades. This year is an important grading year because for the first time we can
accurately compare the agencies to a previous year because the grading elements
provided an apples-to-apples comparison. .

* This year overall the Federal Government gets a grade of D. That’s a modest
increase over the F the government received last year.

o For the first time, two agencies (The Nuclear Regulatory Commission and the
National Science Foundation) have received A’s.

e 14 agencies have increased their grades this year, although a couple actually went
backwards.

e Only five agencies have completed reliable inventories of their critical IT assets
leaving 19 without reliable inventories. This is very troubling considering we are
four years into this process and still we have far too many agencies with
incomplete inventories. How can you secure what you don’t know you have?
How can you claim to have completed a certification and accreditation process
absent a reliable inventory of your assets...?
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e The IGs of three agencies (DoD, Veterans Affairs, and Treasury) did not submit
independent reports in a timely manner and that is a serious problem. I must
stress the IG component of this equation is critically important. The independent
verification is vital and particularly in light of the fact that there were significant
differences between many of the agencies and their IGs. 7 agencies had
difference of two grades or more with their IGs.

e 14 agencies are still below a C and eight received failing grades.

As we worked on these grades, there were some overriding themes that became
apparent for the agencies with good grades vs. those with poor grades.

A full inventory of their critical IT assets.

Identified critical infrastructure and mission critical systems.

A strong incident identification and reporting procedures.

Tight controls over contractors.

Strong plans of actions and milestones that serve as guides for finding and
eliminating security weaknesses

* & o o @

The Nuclear Regulatory Commission and the National Science Foundation should be
commended for their outstanding scores, as well as the Social Security Administration
and the Department of Labor for their B pluses. And, while DHS had a failing grade we
recognize the difficult reorganization that took place and we expect significant
improvement next year.

To assist agencies, I have requested that each one of the 24 graded agencies come and
meet with my staff to discuss their grade. So far, we have met with 14 agencies and the
results are encouraging. We have seen a great deal of enthusiasm and willingness to do
the hard work necessary. The agencies have also expressed thanks for the opportunity to
discuss the work that they are doing and the grades with the Subcommittee.

I am encouraged that OMB, in the recently released FISMA report, and during Clay
Johnson’s testimony two weeks ago, stressed that there is an increased determination to
hold agencies accountable for implementing FISMA. However, there is some
clarification that I will seek today in something that was written in the OMB report. The
report on page 13 says the following:

“While awareness of 1T security requirements and responsibilities has spread beyond
security and IT employees, more agency program officials must engage and be held
accountable for ensuring that the systems that support their programs and operations are
secure. This particular issue requires the Federal government to think of security in a new
manner. The old thinking of IT security as the responsibility of a single agency official or
the agency’s IT security office is out of date, contrary to law and policy, and significantly
endangers the ability of agencies to safeguard their IT investments.”

While 1 certainly agree that I'T security is certainly a collective responsibility the
language 1 referred to seems to indicate that no one person can be held accountable. 1
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disagree. This Chairman and this Subcommittee will seek accountability of the highest
agency official responsible for information technology investments to insure that IT
Security is baked into the investment decision making process, consistent with the law as
established by the Clinger-Cohen Act. In fact, I have already initiated a process, working
with Chairman Davis, to amend the Clinger-Cohen Act to explicitly identify information
security as a required element of the IT investment management oversight and decision
making process within every agency of the federal government. The grade of D for the
Federal Government is simply not acceptable.

Quite frankly, one of the continuing impediments to progress is that too many people still
view information security as a technology issue. This is a management and governance
issue and must be accounted for in every business case and in implementation of a federal
enterprise architecture. This must be the responsibility of all stakeholders and the silo
walls must come down with this and other transformation efforts to employ collaborative
solutions that will provide increased safety and protection for the American people and
the U. S. economy.

I welcome and applaud the increased oversight being employed by the Office and
Management and Budget through the use of existing tools and business case evaluation. I
especially applaud the recent pronouncement that OMB will not approve agency
expenditures for IT development and modernization projects until they have sufficiently
demonstrated that their existing information technology assets are secure. Working
together as “partners in progress”, we will continue to be vigilant in our efforts to achieve
the security of the information networks that support the mission activities of the federal
government, and protect the information assets that they contain.

To assist agencies in identifying and selection such technologies, I have asked GAO to
categorize specific technologies according to the functionality they provide and describe
what the technologies do, how they work and their reported effectiveness. GAO is
releasing this report today and I want to thank them for their work and effort in producing
this important product

I would like to welcome all our witnesses here today. Thank you for your time and 1 look
forward to your testimony.

#Hi#
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Mr. PUTNAM. I ask unanimous consent to insert in the record,
the statement of my ranking member, the gentleman from Mis-
souri, Mr. Clay. Without objection, show it done.

We will move directly into testimony.

All of you are old hands at this. You understand the light proc-
ess, and we certainly appreciate your summarizing your state-
ments.

Please rise and raise your right hands.

[Witnesses sworn.]

Mr. PUuTNAM. I indicate for the record that all the witnesses re-
sponded in the affirmative.

I would like to introduce our first witness, Robert Dacey. Mr.
Dacey is currently Director of Information Security Issues at the
U.S. General Accounting Office. I thought that we changed that.
Has that passed the Senate yet? Don’t you have a new name?

Mr. DACEY. I’'m not sure quite yet.

Mr. PutNaAM. Everybody is waiting on the Senate.

His responsibilities include evaluating information systems, secu-
rity and Federal agencies and corporations, assessing the Federal
infrastructure for managing information security, evaluating the
Federal Government’s efforts to protect our Nation’s private and
public critical infrastructure from cyber threats, and identifying
best security practices at leading organizations and promoting their
adoption by Federal agencies.

You are always a great asset as a witness to this subcommittee,
and you are recognized. Welcome.

STATEMENT OF ROBERT F. DACEY, DIRECTOR, INFORMATION
SECURITY ISSUES, U.S. GENERAL ACCOUNTING OFFICE

Mr. DACEY. Mr. Chairman, I am pleased to be here today to dis-
cuss the Federal Government’s efforts to implement FISMA. As you
requested, I will briefly summarize my written statement.

Since 1997, we have identified information security as a govern-
mentwide high-risk issue. Congress has demonstrated their concern
through ongoing hearings on information security and enactment of
reform legislation. This subcommittee has played a very active role
in addressing Federal information security challenges, including
the grades you referred to in your opening statement which are
based on a broad range of information included in the FISMA re-
ports.

Based on our recent analysis of audit results and on reported
FISMA information for 24 of the largest agencies, the Federal Gov-
ernment has made progress but continues to face significant infor-
mation security risks to its critical operations, information and as-
sets.

The first year FISMA reports provide important comparative
data on information security performance measures and certain
new information. The reports identify progress and highlight sev-
eral challenges including the following.

No. 1, while reported performance measures generally increase,
there continued to be a wide variance among the agencies.

No. 2, IG’s reported less than half of agencies had complete sys-
tem inventories now required by FISMA.
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No. 3, reported systems with certification and accreditations con-
tinued to increase to 62 percent and systems with controls tested
to 64 percent. However, both IG evaluations and our own ongoing
review have identified efficiencies in the CNA processes, such as
lack of control testing and outdated risk assessments. Also, as addi-
tional systems are certified and accredited and controls tested, it
is likely that additional deficiencies will be identified.

No. 4, over half of agency systems do not have tested contingency
plans, an essential step in ensuring that critical systems can con-
tinue to operate in the event of unexpected interruptions such as
a cyber or physical attack.

No. 5, as a result of new OMB reporting requirements, IG’s iden-
tified challenges in agencies’ processes for remediating identified
deficiencies which are key to ensuring that significant weaknesses
are addressed in a timely manner and receive appropriate re-
sources.

And, No. 6, we noted opportunities to improve the usefulness of
reported measures included in FISMA reports included independ-
ent validation of reported information to ensure that such informa-
tion is reliable.

In its fiscal year 2003 report to Congress, OMB concluded that
the Federal Government has made significant strides in identifying
and addressing longstanding problems, but the challenging weak-
nesses remain. In particular, the report notes several government-
wide findings such as progress against milestones and lack of clear
accountability for ensuring security of information and systems.

The report also presents a plan of action that OMB is pursuing
with agencies to close the gaps and improve security. NIST also
has taken a number of actions to develop FISMA-required system
risk levels and corresponding minimum security standards and to
improve Federal information security. However, according to NIST,
current and future funding constraints could negatively impact its
work in this area. Further, Mr. Chairman, as you noted in your
opening statement, we released today our report on current
cybersecurity technologies that are available to Federal agencies.

In summary, through the continued emphasis on information se-
curity by the Congress, the administration, agency management
and the audit community, the Federal Government has seen im-
provements in its information security. Achieving significant and
sustainable results will likely require agencies to institutionalize
programs and processes that prioritize and routinely monitor and
manage their information security efforts and provide information
to facilitate day-to-day management of information security
throughout the agency as well as verify the reliability of reported
performance information.

Mr. Chairman, this concludes my statement. I'd be happy to an-
swer any questions that you have.

Mr. PurNAM. Thank you very much.

[The prepared statement of Mr. Dacey follows:]
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Why GAO Did This Study

For many years, GAO has reported
on the widespread negative impact
of poor information security within
federal agencies and has identified
it as a gpverrumentwide high-risk
issue since 1997, Legislation
designed to iraprove information
security was enacted in October
2000. It was strengthened in
December 2002 by new legislation,
the Federal Information Security
Management Act of 2002 (FISMA),
which incorporated important new
requirements.

This testimony discusses

+  the Office of Management and
Budget's (OMB) recent report
to the Congress required by
FISMA on the government's
overall information security
posture,

+  the reported status of efforts
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Requirements

What GAO Found

OMB reports significant strides in addressing long-standing problems, but at
the same time cites challenging weaknesses that remain. One

gover wide K OMB emphasizes is a lack of understanding—
and therefore accountability—on the part of agency officials regarding their
responsibilities for ensuring the security of information and systems. The
report presents a plan of action to close these gaps through both
management and budgetary processes.

Fiscal year 2003 FISMA data showed that, overall, the 24 federal agencies
reported increasing numbers of their systems met the information security
requirements represented by key OMB performance measures. For example,
of the total namber of systems reported by these agencies, the reported
number assessed for risk climbed from 65 percent to 78 percent, those
having a contingency plan juraped from 55 to 68 percent, and those
authorized for processing following certification and accreditation rose from
47 to 62 percent (see chart). However, reported results varied widely among
individual agencies, with some reporting that less than half of their systems
met certain requirements, Further, GAQO noted opportunities to improve the
usefulness of reported performance management data, including
independent validation of these data and completion of system inventories.

Data tor Selected

by 24 of the largest to
implement federal information
security requirements,

*  opportunities for improving
the usefulness of performance
measurement data, and

*  progress by the National
Institute of Standards and
Technology (NIST) fo develop
related standards and
guidance.

www.gao.gov/icgi-bin/getrpl?GAO-04-483T,

To view the full product, including the scope
and methodology, click on the ink above.

For more information, contact Robert F.
Dacey at (202) 512-3317 or daceyr@gao.gov.
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NIST made progress in developing security-related standards and guidance
required by FISMA. These include standards to categorize systems according
to potential impact in the event of a security breach and recommended
controls for such systerns. However, according to NIST, current and future
funding constraints could threaten its information security work.
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Mr. Chairman and Members of the Subcommittee:

1 am pleased to be here today to discuss efforts by federal departments and
agencies and the administration to implement requirements of the Federal
Information Security Management Act of 2002 (FISMA).’ For many years, we have
reported that poor information security is a widespread problem with potentially
devastating consequences.’ Further, since 1897, we have identified information
security as a governmentwide high-risk issue in reports to the Congress-—most
recently in January 2003.°

Concerned with accounts of attacks on commercial systems via the Internet and
reports of significant weaknesses in federal computer systems that make them
vulnerable to attack, in October 2000 the Congress passed and the President
signed into law the Government Information Security Reform provisions
{commonly known as GISRA) to strengthen information security practices
throughout the federal government.’ With GISRA expiring in November 2002,
FISMA permanently authorized and strengthened the information security
program, evaluation, and reporting requirements established for federal agencies
by GISRA. FISMA added important new requirements, such as mandating that the
National Institute of Standards and Technology (NIST) develop minimum
information security requirements for information systems.

In my testimony today, I will summarize the federal government's overall
information security progress and challenges as discussed in the Office of
Management and Budget's (OMB) report to the Congress on fiscal year 2003
FISMA implementation released on March 1, 2004.” I will also discuss the reported
status of efforts by 24 of the largest federal agencies to implement federal
information security reguirements, as well as opportunities for improving the
usefulness of agency-reported FISMA performance measurement data.’ I will then
discuss actions being taken by NIST in meeting its FISMA requirernents to
develop information-security-related standards and guidance.

' Federal ion Security Act of 2002, Title 111, E-Government Act of 2002, P.L. 107-347,
December 17, 2002. This act superseded an earlier version of FISMA that was enacted as Title X of the Homeland
Security Act of 2002.

*U.8. General ing Office, ion Security: O) ities for. OMB Oversiglt of Agency

Practices, GAO/AIMD-96-110 (Washington, D.C.: Sept. 24, 1996).
°U.8. General Accounting Office, High Risk Series: Protecting Information Systems Supporting the Federal
Government and the Nation's Critical Infrastructures, GAO-03-121 {Washington, D.C.: January 2003).
‘Title X, Subtitle G—Government Information Security Reform, Floyd D. Spence National Defense Authorization
Act for Fiscal Year 2001, P.L.106-398, October 30, 2000.
*Office of Management and Budget, F'V 2003 Report to Congress on the Federal Government Information
Management, March 1, 2004.
“These 24 departments and agencies are the D of Agri < Defense (DOD),
Energy, Health and Human Services, Homeland Security (DHS), Housing and Urban Development, Interior,
Justice, Labor, State, Transportation, Treasury, and Veterans Affairs, the Environmental Protection Agency,
General Services ini fon, Office of it National A ics and Space

i ion, National Science ion, Nuclear Regulatory Cormission, Small Business Administration,
Social Security Administration, and U.S. Agency for International Development. These agencies exclude the
Federal Emergency Managerent Agency, which is now within the new DHS. DHS also incorporated components
of other agencies, including the U.S. Coast Guard and U.S. Customs Service, that were formerly within the
Departments of Transportation and the Treasury, respectively.
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In conducting this review, we reviewed and sumumarized the fiscal year 2003
FISMA reports for 24 of the largest federal agencies and their inspectors general
(1Gs). In addition, we reviewed standards and guidance issued by NIST pursuant
to its FISMA responsibilities and discussed the progress of these efforts with NIST
officials. We also reviewed and summarized OMB’s March 2004 report to the
Congress on FISMA implementation. We did not validate the accuracy of the data
reported by the agencies or OMB, but did analyze the 1Gs’ fiscal year 2003 FISMA
reports to identify any issues related to the accuracy of FISMA-reported
information. We performed our work from October 2003 to March 2004, in
accordance with generally accepted government auditing standards.

Results in Brief

In its fiscal year 2003 report to the Congress, OMB notes that the federal
government has made significant strides in identifying and addressing long-
standing problems, but that challenging weaknesses remain. In particular, the
report notes several governmentwide findings, such as limiied progress against
governmentwide information security milestones and a lack of clear
accountability for ensuring security of information and systems. The report also
presents a plan of action that OMB is pursuing with agencies to close those gaps
and improve the security of federal information and systems. Planned actions
include prioritizing agencies’ information technology (IT) spending to resolve
security weaknesses and improving the federal government’s incident prevention
and management capabilities to respond to the increasing number and potential
irapact of threats and vulnerabilities.

Fiscal year 2003 data reported by the 24 large agencies for a subset of OMB’s
performance measures show increasing numbers of systems meeting the statutory
information security requirements represented by these measures compared with
fiscal year 2002, For example, the total number of systems that had been assessed
for risk increased by 13 percentage points to 78 percent. Other reported key
measures, such as the percentage of systems with up-to-date security plans, also
showed increases ranging from 4 to 15 percentage points.

Agencies’ fiscal year 2003 FISMA reports showed that performance measures for
many agencies have increased, but there are wide variances among the agencies.
For example, compared with last year’s results, 17 agencies reported increases in
the percentage of systems authorized for processing after certification and
accreditation—a process that OMB considers an important information security

Page 2 GAO-04-483T
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quality control.” However, only 6 agencies reported that they had authorized 90 to
100 percent of their systems, and 11 of the remaining 18 agencies reported that
they had authorized less than half of their systems. Moreover, the IGs’ evaluations,
as well as our own ongoing review, have identified deficiencies in agencies’
certifications and accreditations, such as lack of control testing and outdated risk
assessments. We also noted several opportunities to improve the usefulness of
reported performance management data, including independent validation of
reported information, completion of system inventories, and providing
performance information based on the relative importance or risk of the systems.

For its part, NIST has taken a number of actions to develop security-related
standards and guidance required by FISMA, These include the issuance of
standards to categorize federal information and information systems according to
levels of potential impact on organizational operations, assets, or individuals,
should a breach of security occur. However, according to NIST, current and future
funding constraints could affect its information security and critical infrastructure
protection work, including providing guidance and other assistance to agencies to
improve their information security.

Background

Our recent analyses of audit results for federal agencies showed improvement,
but continued to show significant weaknesses in federal computer systems that
put critical operations and assets at risk of inadvertent or deliberate misuse,
financial information at risk of unauthorized modification or destruction, sensitive
information at risk of inappropriate disclosure, and critical operations at risk of
disruption. The significance of these weaknesses led GAQO to recently conclude
that information security was a material weakness in our audit of the federal
government’s fiscal year 2003 financial statements.® Audits also identified
instances of similar types of weaknesses in nonfinancial systems, which continue
to receive increased audit coverage in response to FISMA requirements.
Weaknesses continued to be reported in each of the six major areas of general

" Certil jon is the i ion of the technical and nontechnical security controls of an IT system
that provides the Y i jortoa official 10 formally declare that an IT systemn is
approved Lo operate at an acceptable level of risk, This pproval, or itation, is the

authorization of an IT system to process, store, or transmit information that provides a form of quality control
and challenges managers and technical staff to find the best fit for security, given technical constraints,

i ints, and mission requi The itation decision is based on the implementation of
an agreed-upon set of ional, and techrical controls, and by accrediting the system, the
management office accepts the risk associated with it. Agencies are required to reaccredit their systems prior to
a sigiaficant change in processing, but at least every 3 years (more often where there is a high risk and potential

magnitude of harm).
*J.8. General Accounting Office, Fiscal Year 2003 U.S. Financial i
Improvement in Federal Financial Is Crucial to ing Our Nation's Future Fiscal Challenges,

GAQ-04-477T (Washington, D.C.: March 3, 2004).
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controls—the policies, procedures, and technical controls that apply to allora
large segment of an entity's information systems and help ensure their proper
operation. These six areas are (1) security program management, a principal focus
of FISMA, which provides the framework for ensuring that risks are understood
and that effective controls are selected and properly implemented; (2) access
controls, which ensure that only authorized individuals can read, alier, or delete
data; (3) software development and change controls, which ensure that only
authorized software programs are implemented; (4) segregation of duties, which
reduces the risk that one individual can independently perform inappropriate
actions without detection; (5) operating systems controls, which protect sensitive
programs that support multiple applications from tampering and misuse; and (6)
service continuity, also addressed by FISMA, which ensures that computer-
dependent operations experience no significant disruptions.

To fully understand the significance of the weaknesses we identified, it is
necessary to link ther to the risks they present to federal operations and assets.
Virtually all federal operations are supported by automated systems and
electronic data, and agencies would find it difficult, if not impossible, to carry out
their missions and account for their resources without these information assets.
Hence, the degree of risk caused by security weaknesses is extrenely high. The
weaknesses identified place a broad array of federal operations and assets at risk.
For example,

resources, such as federal payments and collections, could be lost or stolen;

computer resources could be used for unauthorized purposes or to launch attacks
on others;

sensitive information, such as taxpayer data, social security records, medical
records, and proprietary business information, could be inappropriately disclosed,
browsed, or copied for purposes of espionage or other types of crime;

critical operations, such as those supporting national defense and emergency
services, could be disrupted;

data could be modified or destroyed for purposes of fraud or disruption; and

agency missions could be undermined by embarrassing incidents that result in
diminished confidence in their ability to conduct operations and fulfill their
fiduciary responsibilities,

Congress and the administration have established specific information security
requirements in both law and policy to help protect the information and
information systems that support these critical operations.

Page 4 GAO-04-483T
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FISMA Permanently Authorizes and Strengthens Information Security Requirements

On October 30, 2000, Congress passed GISRA, which was signed into law and
became effective November 29, 2000, for a period of 2 years. GISRA supplemented
information security requirements established in the Computer Security Act of
1987, the Paperwork Reduction Act of 1995, and the Clinger-Cohen Act of 1996
and was consistent with existing information security guidance issued by OMB’
and NIST,” as well as audit and best practice guidance issued by GAQ." Most
importantly, however, GISRA consolidated these separate requirements and
guidance into an overall framework for managing information security and
established new annual review, independent evaluation, and reporting
requirements to help ensure agency implementation and both OMB and
congressional oversight.

Enacted into law on December 17, 2002, as title IIl of the E-Government Act of
2002, FISMA permanently authorized and strengthened GISRA’s information
security program, evaluation, and reporting requirements. Like GISRA, FISMA
assigns specific responsibilities to agency heads, clief information officers (CIO),
and IGs. It also assigns responsibilities to OMB, which include developing and
overseeing the implementation of policies, principles, standards, and guidelines
on information security; and reviewing at least annually, and approving or
disapproving, agency information security programs. FISMA continues to delegate
OMB responsibilities for national security systems to the Secretary of Defense and
the Director of Central Intelligence.

QOverall, FISMA requires each agency, including agencies with national security
systems, to develop, document, and implement an agencywide information
security program to provide information security for the information and
information systems that support the operations and assets of the agency,
including those provided or managed by another agency, contractor, or other
source. Specifically, this program is to include

* periodic assessments of the risk and magnitude of harm that could result from the
unauthorized access, use, disclosure, disruption, modification, or destruction of
information or information systems;

* risk-based policies and procedures that cost-effectively reduce information
security risks to an acceptable level and ensure that information security is
addressed throughout the life cycle of each information system;

*Primarily OMB Circular A-130, Appendix IIf, “Security of Federal Automated Information Resources,” February
1996.

“Numerous publications made available at http//www.itl.nist.gov/ including National Institute of Standards and
Technology, Generally Accepted Principles and Practices for Securing Information Technology Systems, NIST
Special Publication 800-14, September 1996,

"U1.8. General Accounting Office, Federal Information System Controls Audit Manual, Volume I—Financial
Statement Audits, GAO/AIMD-12.19.8 {(Washington, D.C.: January 1989); Information Security Management:
Learning from Leading Organuzations, GAQ/AIMD-08-68 (Washington, D.C.: May 1098).
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18

subordinate plans for providing adequate information security for networks,
facilities, and systems or groups of information systems;

security awareness training for agency personnel, including contractors and other
users of information systems that support the operations and assets of the agency;

periodic testing and evaluation of the effectiveness of information security
policies, procedures, and practices, performed with a frequency depending on
risk, but no less than annually, and that includes testing of management,
operational, and technical controls for every system identified in the agency’s
required inventory of major information systers;

a process for planning, implementing, evaluating, and documenting remedial
action to address any deficiencies in the information security policies,
procedures, and practices of the agency;

procedures for detecting, reporting, and responding to security incidents; and

plans and procedures to ensure continuity of operations for information systems
that support the operations and assets of the agency.

FISMA also established a requirement that each agency develop, maintain, and
annually update an inventory of major information systerns (including major
national security systems) operated by the agency or under its control. This
inventory is to include an identification of the interfaces between each system and
all other systems or networks, including those not operated by or under the
control of the agency.

The law also requires an agency’s CIO to designate a senior agency information
security officer who, for the agency's FISMA-prescribed information security
responsibilities, shall

carry out the CIO’s responsibilities;

possess professional qualifications, including training and experience, required to
administer the required functions;

have information security duties as that official’s primary duty; and

head an office with the mission and resources to assist in ensuring agency
compliance.

Under FISMA, each agency must continue to have an annual independent
evaluation of its information security program and practices, including control
testing and compliance assessment. Evaluations of non-national-security systems
are to be performed by the agency 1G or by an independent external auditor, while
evaluations related to national security systems are to be performed only by an
entity designated by the agency head.

Page 6 GAO-04-483T
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FISMA requires each agency to report annually to OMB, selected congressional
committees, and the Comptroller General on the adequacy of information security
policies, procedures, and practices, and compliance with FISMA's requirernents.
In addition, agency heads are required to annually report the resuits of their
independent evaluations to OMB, except that to the extent an evaluation pertains
to a national security system, only a summary and assessment of that portion of
the evaluation is reported to OMB. OMB is also required to submit a report to the
Congress no later than March 1 of each year on agency compliance with FISMA’s
requir ts, including a y of findings of agencies’ independent
evaluations. FISMA also requires the Comptroller General to periodically evaluate
and report to Congress on (1) the adequacy and effectiveness of agency
information security policies and practices and (2) implementation of FISMA
requirements,

Other major FISMA provisions reguire NIST to develop, for systems other than
national security systems, (1) standards to be used by all agencies to categorize all
their information and information systems based on the objectives of providing
appropriate levels of information security according to a range of risk levels; (2)
guidelines recommending the types of information and information systems to be
included in each category; and (3) minimum information security requirements for
information and information systerus in each category. NIST must also develop a
definition of and guidelines concerning detection and handling of information
security incidents; and guidelines, developed in conjunction with the Department
of Defense and the National Security Agency, for identifying an information
system as a national security system.

The law also assigned other information security functions to NIST, including

providing technical assistance to agencies on such elements as compliance with
the standards and guidelines and the detection and handling of information
security incidents;

conducting research, as needed, to determine the nature and extent of
information security vuinerabilities and techniques for providing cost-effective
information security;

developing and periodically revising performance indicators and measures for ~
agency information security policies and practices;

evaluating private-sector information security policies and practices and
commercially available information technologies to assess potential application
by agencies;

evaluating security policies and practices developed for national security systems
0 assess their potential application by agencies; and

periodically assessing the effectiveness of and revising, as appropriate, the NIST
standards and guidelines developed under FISMA.

Page 7 GAO-04-483T
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NIST is required to prepare an annual public report on activities undertaken in the
previous year, and planned for the coming year, to carry out its responsibilities
under FISMA.

OMB Reporting Instructions and Guidance Emphasize Performance Measures

On August 6, 2003, OMB issued its fiscal year 2003 FISMA reporting instructions
and guidance on quarterly IT security reporting,” These instructions, which
required agencies to submit their reports to OMB by September 22, 2003,
essentially continued many of the reporting requirements established for GISRA,
including performance measures introduced for fiscal year 2002 reporting under
that law. The instructions also highlighted the more substantive changes
introduced by FISMA. For example, OMB emphasized that FISMA applies to both
information and information systems used by an agency and by its contractors or
other organizations and sources that possess or use federal information or that
operate, use, or have access to federal information systems. OMB also
underscored that FISMA requires each agency to test and evaluate the
effectiveness of the information security policies, procedures, and practices for
each system at least annually.

OMB’s fiscal year 2003 reporting instructions also emphasized the strong focus on
performance measures and formatted these instructions to emphasize a
guantitative rather than a narrative response. OMB also required agencies to
provide quarterly updates for a key subset of these performance measures, with
the first update due December 15, 2003. Measures within this key subset are the
numbers of systems that have

s risk assessments and assigned levels of risk,

* up-to-date IT security plans,

o certifications and accreditations,

* security control costs integrated into their life cycles,
* security controls tested and evaluated in the last year,
* contingency plans, and

* contingency plans tested.

Further, OMB provided instructions for continued agency reporting on the status
of remediation efforts through plans of action and milestones (POA&M). Required

BOffice of and Budget, . jons for the Federal fon Security
Act and Updated Guidance on QuanedleSec ity ing” for Heads of
Departments and Agencies, Joshua B. Bolten, Director, M-03-19, August 6, 2003.
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for all programs and systerns where an IT security weakness has been found, a
POA&M lists the weaknesses and shows estimated resource needs or other
challenges to resolving them, key milestones and completion dates, and the status
of corrective actions. POA&Ms are to be submitted twice a year. In addition,
agencies are to submit quarterly updates that show the number of weaknesses for
which corrective action was completed on time (including testing), is ongoing and
on track to be completed as originally scheduled, or has been delayed; as well as
the number new weaknesses discovered since that last update.

Consistent with last year, OMB’s fiscal year 2003 guidance continued to authorize
agencies to release certain information from their POA&Ms to assist the Congress
in its oversight responsibilities, Agencies could release this information, as
requested, excluding certain elements, such as estimated funding resources and
the scheduled completion dates for resolving a weakness.

Lastly, as part of IG FISMA reporting, OMB instructed the IGs to respond to
essentially the same questions that the agencies were to respond to in their
reports. The IG responses were to be based on the results of their independent
evaluations, including agency progress in impleraenting and maintaining their
POA&Ms, and any other work performed throughout the reporting period (such as
financial statement or other audits). This year, OMB also asked the IGs to assess
against specific criteria whether the agency had developed, implemented, and was
managing an agencywide POA&M process. OMB noted that this assessment was
critical because effective remediation of IT security weaknesses is essential to
achieving a mature and sound IT security program and securing information and
systems. Further, OMB identified this IG assessment as one of the criteria used in
evaluating agencies under the Expanding E-Government Scorecard of the
President’s Management Agenda.

OMB also instructed the IGs o use the performance measures to assist in
evaluating agency officials’ performance. However, it did not request them to
validate agency responses to the performance measures. Instead, as part of their
independent evaluations of a subset of agency systerms, 1Gs were to assess the
reliability of the data for those systems that they evaluated.

OMB’s Report to Congress Notes Progress and Challenges

In its FY 2003 Report to Congress on Federal Government Information Security
Management, published this month, OMB concludes that the federal goverrunent
has made significant strides in identifying and addressing long-standing problems,
but that challenging weaknesses remain. Overall, the report discusses the steps
taken by OMB and federal agencies to implement FISMA, details progress made in
fiscal year 2003, and identifies IT security gaps and weaknesses. The report also
presents a plan of action that OMB is pursuing with agencies to close these gaps
and improve the security of federal information and systems. This plan is intended
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to resolve information and security challenges through both management and
budgetary processes.

OMB’s report discussed four governmentwide findings:

1. Agencies’ Progress Against Governmentwide IT Security Milestones. The

President’s fiscal year 2004 budget established three governmentwide goals to

be met by the end of calendar year 2003. These goals and the progress
reported against them were:

+ Goal 1 — As required by FISMA, all federal agencies are to have created a

central remediation process to ensure that program and system-level IT
security weaknesses, once identified, are tracked and corrected. In
addition, each agency IG is to verify whether the agency has a process in
place that meets criteria specified in OMB guidance. Based on IG
responses to these criteria, OMB reported that each agency has an IT
security remediation process, but that the maturity of these processes

varies greatly. In particular, the report noted that for the 24 large agencies,

only half have a remediation process verified by their IGs as meeting the
necessary criteria.

» Goal 2 — Eighty percentof federal IT systems are to be certified and
accredited. OMB reported that many agencies are not adequately
prioritizing their IT investments to ensure that significant IT security
weaknesses are appropriately addressed. As a result, at the end of 2003,

the reported percentage of systems certified and accredited had increased
to 62 percent, but was still short of the goal. Related to this goal, the report
noted that most security weaknesses can be found in operational systems
that either have never been certified and accredited or whose certification

and accreditation are out of date.

¢ Goal 3 — Eighty percent of the federal government's fiscal year 2004 major

IT investinents shall appropriately integrate security into the lifecycle of

the investment. OMB reported that agencies have made improvements in
integrating security into new IT investments, but that significant problems

remain, particularly in ensuring security of existing systems. As an

example, the report provided resuits for the performance measure related .

to this goal, which showed that at the end of 2003, the percentage of
systems that had integrated security into the lifecycle of the investment
increased to 78 percent.

2. Agency Progress Against Key IT Security Measures. As the report highlights,

because of GISRA and the OMB-developed performance measures, the federal
government is now able to measure progress in IT security; and the Congress,

OMB, the agencies, and GAQ are able to track and monitor agency efforts
against those measures. Noting agency progress, the report provides a table

comparing results of 24 large federal agencies for key performance measures
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for fiscal years 2001, 2002, and 2003. However, it also notes that further work
is needed, and uses the area of contingency planning as an example, where
only 48 percent of the systems had tested contingency plans. A comparison of
reported overall results for fiscal year 2002 and 2003 is provided below in
table 1.

Tabie 1: Comparison of Fiscal Year 2002 and Fiscal Year 2003 Performance Measurement Data for 24 Large Federai Agencies

Processing Security Security
Assessed for suthorized  control costs controls
risk and following integrated tested and Havea
assigned 8 Up-to-date IT  certitication/ into system In C
Totat level of risk  security plan  accreditation fife cycle the tast year plan plan tested
Year FYoz FY03 . FYO2 FY03 | FY02 FY03 | FYO2 FYO3 FY02 FY03 | FY02 FYO3 | FY0R2 FY03 FY02 FY03
Number of ] | : i i
systems® 7,957 7,998 5,160 6,236 4,930 5838 : 3,772 4,960 . 4919 65,182 . 4,751 5143 - 4,342 5450 2768 3,838
Percent H
of total :
systems 85 78 62 73 47 82 ; 62 77 60 64 55 68 35 48
Difference +13 +11 : +15 : +18 +4 +13 +13
from FY02  +41 systems
o FY03 points points points points. points points points

“Fiscal yaar 2002 totals incude data for FEMA, which is now part of OHS.

Source: OMB's FY 2002 Report 16 Gongress on Federg] Govermment informalion Security Feform and FY 2003 Report to Congress on Federai Gevernment Information Security Management; GAQ
{analysis).

3.

Page

1IGs’ Assessment of Agency Plan of Action and Milestones Frocess. As
mentioned in the discussion of goal 1, OMB requested that IGs assess against a
set of criteria whether the agency had a robust agencywide plan of action
process. OMB reported the overall results of this assessment for the 24
agencies, which showed that 8 had such a process; 4 did, but with
improvements needed; 11 did not; and one did not submit a report (DOD).

Lack of Clear Accountability for Ensuring Security of Information and
Systems. The report emphasizes that even with the strong focus of both
GISRA and FISMA on the responsibilities of agency officials regarding
security, there continues to be a lack of understanding, and therefore,
accountability within the federal government. Issues that continue tobe a
concern include the following:

* Agency and IG reports continue to identify the same IT security
weaknesses year after year, some of which are seen as repeating material
weaknesses.

¢ Too many legacy systems continue to operate with serious weaknesses.
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* As aresult, there continues to be a failure to adequately prioritize IT
funding decisions to ensure that remediation of significant security
weaknesses are funded prior to proceeding with new development.

In further discussing this finding, the report concludes that these concems
must be addressed through improved accountability, that is, holding agency
program officials accountable for ensuring that the systems that support their
programs and operations are secure. Further, it emphasizes that ensuring the
security of an agency’s information and systems is not the responsibility of a
single agency official or the agency’s IT security office, but rather a
responsibility to be shared among agency officials that support their
operations and assets.

The report also outlines a plan of action to improve performance that identifies
specific steps it will pursue to assist agencies in their IT security activities,
promote implementation of law and policy, and track status and progress. These
steps are:

Prioritizing IT Spending to Resolve IT Security Weaknesses. OMB reports that it
used information from agencies’ annual FISMA reports and quarterly POA&M
updates in making funding decisions for fiscal year 2004, as well as for fiscal year
2005 to address longer term security weaknesses. For example, agencies with
significant information and system security weak were directed to
remediate operational systems with weaknesses prior to spending fiscal year 2004
IT development or modernization funds. Further, if additional resources are
needed to resolve those weaknesses, agencies are o use those fiscal year 2004
funds originaily sought for new development.

President’s Management Agenda Scorecard, To “get to green” under the
Expanding E-Government Scorecard for IT security, agencies are required to meet
the following three criteria: (1) demonstrate consistent progress in remediating IT
security weaknesses; (2) attain certification and accreditations for 90 percent of
their operational IT systems; and (3) have an 1G-assessed and IG-verified agency
POA&M process.

Fiscal Year 2004 OMB FISMA Guidance. OMB plans to further emphasize
performance measurement in next year’s guidance. In particular, its focus will
center on three areas: (1) evolving the IT security performance measures to move
beyond status reporting to also identify the quality of the work done, such as
determining both the number of systems certified and accredited and the quality
of certification and accreditation conducted; (2) further targeting of IG efforts to
assess the development, implementation, and performance of key IT security
processes, such as remediation and intrusion detection and reporting; and (3)
providing additional clarity to certain definitions to eliminate interpretation
differences within agencies and among agencies and IGs.

Threat and Vuinerability Response Process. In response to the increasing number
and potential impact of threats and vulnerabilities, OMB will continue to focus on
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improving the federal government's incident prevention and management
capabilities. Such improvenents include an increased emphasis on reducing the
impact of worms and viruses through more timely installation of patches for
known vulnerabilities, and improved information sharing to rapidly identify and
respond to cyber threats and critical vulnerabilities. OMB also notes the critical
importance of agency business continuity plans to mitigating the impact of threats
and vulnerabilities.

Finally, OMB’s March 2004 report to the Congress identifies several other issues,
and provides additional summary and agency-specific information. These include
the following:

*  Asone of the changes or additions introduced by FISMA, a stronger emphasis is
placed on configuration management. Specifically, FISMA requires each agency to
develop specific system configuration requirements that meet its own needs and
ensure corapliance with them. According to the report, this provision
encompasses traditional system configuration management, employing clearly
defined system security settings, and maintaining up-to-date patches. Further,
adequate ongoing monitoring and maintenance must accompany the
establishment of such configuration requirements.

e Federal funding for IT security increased from $2.7 billion in fiscal year 2002 to
$4.2 billion in fiscal year 2003. The report also continues to emphasize that,
historically, a review of IT security spending and security results has
demonstrated that spending is not a statistically significant factor in determining
agency security performance. Rather, the key is effectively incorporating IT
security in agency management actions and implementing IT security throughout
the lifecycle of a system.

+ The report appendixes provide an overview of the federal government's IT
security program, a summary of performance by 55 smali and independent
agencies, and individual summaries for each of the 24 large agencies.

FISMA Reports Highlight Overall Increases in Performance Measures,
But Individual Agency Resulis Vary Widely

Overall, fiscal year 2003 data reported by the agencies for a subset of OMB’s
performance measures show increasing numbers of systems meeting the

requir rep d by these es, For example, as shown in table 1,
the reported percentage of systems authorized for processing following
certification and accreditation increased from 47 percent for fiscal year 2002 to
62 percent for fiscal year 2003—an increase of 15 percentage points. In addition,
the reported number of systems assessed for risk and assigned a level of risk
increased by 13 percentage points from 65 percent for fiscal year 2002 to 78
percent for fiscal year 2003. Reported increases for other measures ranged from
4 to 15 percentage points. Figure 1 illustrates the reported overall status of the 24
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agencies in meeting these requirements and the increases between fiscal years
2002 and 2003.

Figure 1: Data for Selected ion Security
for 24 Large Federal Agencies

Percentage of total systems

100

%
20 ™ Jrvace:
[IRES

Sourcar OMB's Y 2002 Repart to Ct informatk d FY 2003 Raport fo Congrass.
an Federal GSovemment tnformation Security Management; GAO (analysis).

This subset of performance measures highlights important information security
requirements. However, agencies’ FISMA reports also address other specific
statutory requirements, regarding such elements as incident response capabilities,
information security training, review of agency contractor operations and
facilities, and remediation processes. The agency reports, as well as the IGs
independent evaluations are intended to address all the FISMA requirements, and
it is these reports and evaluations that your subcommitiee reviewed in assigning
agency grades for your December 2003 computer security report card.

The data and other information submitted for fiscal year 2003 FISMA reporting
did show overall increases by many agencies for certain measures, but also that
wide variances existed among the agencies. As discussed earlier, we did not
validate the accuracy of the data reported by the agencies, but did analyze the IGs’
fiscal year 2003 FISMA reports to identify issues related to the accuracy of this
information. Also as discussed later, we noted opportunities to immprove the
usefulness of agencyreported data. Further, in considering FISMA data, it is
important to note that as more systems are subject to the certification and
accreditation process and periodically tested, it is probable that additional
significant weaknesses will be identified; and until all systems have contingency
plans that are periodically tested, agencies have limited assurance that they will
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be able to recover from unexpected events. Suramaries of results reported for
specific requirements follow.”

Risk Assessment

As part of the agencywide information security program required for each agency,
FISMA mandates that agencies assess the risk and magnitude of the harm that
could result from the unauthorized access, use, disclosure, disruption,
modification, or destruction of their information and information systems. OMB,
through information security policy set forth in its Circular A-130,” also requires
an assessment of risk as part of a risk-based approach to determining adequate,
cost-effective security for a system.”

As defined in NIST’s current draft revision of its Risk Management Guide for
Information Technology Systems, risk management is the process of identifying
risk, assessing risk, and taking steps to reduce risk to an acceptable level where
risk is defined as the net negative impact of the exercise of vulnerability,
considering both the probability and the impact of occurrence.” Risk assessment
is the first process in the risk management process, and organizations use risk
assessment to determine the extent of the potential threat and the risk associated
with an IT systera throughout its systems development life cyele. Our best
practices work has also shown that risk assessments are an essential element of
risk management and overall security program management, and are an integral
part of the management processes of leading organizations.” Risk assessments
help ensure that the greatest risks have been identified and addressed, increase
the understanding of risk, and provide support for needed controls.

To measure agencies’ performance in implementing this requirement, OMB
mandates that agencies’ FISMA reports provide the number and percentage of
systems that have been assessed for risk.

Bur ization and ization of agency-reporied i ion included data provided for the OMB-
d In several i agency reports either did not address or pravide
sufficient data for a question or measure. 1Gs’ i 3 howed different results than

CIO reporting or identified data inaccuracies. In addition, the DOD IG did not submit an independent evaluation
report that provided the required data for fiscal year 20&‘3

“Office of and Budget, ederal Circular No. A-130, Revised,
Transmittal Memorandum No. 4, Appendix 1, “Secur\ty of Federal Automated Information Resources” (Nov. 28,

2000).
*OMB describes security requ}remems for both general upport major ications. A general
support systems is defined as an set of i under the same direct management
control that shares cormon functionality. A system normally includes hardware, software, information, data,
applications, commanications, and people. A major application is defined as an application that requires special
attention to security due to the risk and magnitude of the harm resulting from the loss, misuse, or unauthorized
access to or ification of the i ion in the i

“Nationa! Institute of Risk Guide for ic ! Systems,
Dmft Special Publication 800-30 R»ev A {Januaxy 2004).
"GAQ/AIMD-98-68.
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Reporting for this measure continued to show overall increases. Specifically, 14 of
the 24 agencies reported an increase in the percentage of systems assessed for
risk for fiscal year 2003 as compared with fiscal year 2002. Further, as illustrated
in figure 2, 12 agencies reported that they had assessed risk for 90 to 100 percent
of their systems for fiscal year 2003, and only 4 of the remaining 13 agencies
reported that less than half of their systems had been assessed for risk (compared
with 8 agencies for fiscal year 2002).

Figure 2; Percentage of Systems Assessed for Risk for Fiscal Year 2003

Less than 50%
17% (4 agencies)
50% .
33% Between 50 and 89%
{8 agencies)
B 80 and 100%

{12 agencies)

‘Sourca: Agency-reportad data and GAO {analysis).

Security Plans

FISMA requires that agencywide information security programs include
subordinate plans for providing adequate information security for networks,
facilities, and systems or groups of information systems, as appropriate.
According to NIST security plan guidance, the purpose of these plans is to

(1) provide an overview of the security requirements of the system and describe
the controls in place or planned for meeting those requir ts, and (2) deli
the responsibilities and expected behavior of all individuals who access the
system. OMB Circular A-130 requires that agencies prepare IT system security
plans consistent with NIST guidance, and that these plans contain specific
elements, including rules of behavior for system use, required training in security
responsibilities, personnel controls, technical security techniques and controls,
continuity of operations, incident response, and system interconnection.”

"National institute of and T Guide for Developing Security Plans for Information
Technology Systems, Special Publication 800-18 (December 1898},
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Agencies are also to update security plans as part of the cycle for reaccrediting
system processing.

As a performance measure for this requirement, OMB requires that agencies
report number and percentage of systems with up-to-date security plans. Agency
data reported for this measure showed overall increases for fiscal year 2003, with
atotal of 9 agencies reporting up-to-date security plans for 90 percent or more of
their systems compated with 7 agencies for fiscal year 2002, Further, of the
remaining 15 agencies, only 5 reported that less than 50 percent of their systems
had up-to-date security plans, compared with 9 agencies in 2002. Figure 3
summarizes overall fiscal year 2003 results.

Figure 3: Percentage of Systems with Up-to-Date Security Plans for Fiscal Year 2003

Less than 50%
{5 agencies)

38%

Between 50 and 8%
{10 agencies)

{

90 and 100%
(9 agencies)

Source; Agency-reported data and GAO {analysis).

Note: Totat doas not add fa 100 parcant Sué to raunding.

Certification and Accreditation

As part of its responsibilities under FISMA, OMB is required to develop and
oversee the implementation of policies, principles, standards, and guidelines on
information security. Included in OMB's policy for federal information security is
a requirement that agency management officials formally authorize their
information systems to process information and, thereby, accept the risk
associated with their operation. This management anthorization (accreditation) is
to be supported by a formal technical evaluation (certification) of the
management, operational, and technical controls established in an information
system’s security plan. NIST is currently in the process of updating its guidance
for the certification and accreditation of federal systems (except for national
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security systems).” This guidance is to be used in conjunction with other
standards and guidance that FISMA requires NIST to issue—documents that,
‘when completed, are intended to provide a structured yet flexible framework for
identifying, employing, and evaluating the security controls in federal information
systems.

Because OMB considers system certification and accreditation to be such an
important information security quality control, for FISMA reporting, it requires
agencies to report the number of systems authorized for processing after
certification and accreditation.

Data reported for this measure showed overall increases for most agencies. For
example, 17 agencies reported increases in the percentage of systems authorized
compared with their percentages last year. In addition, 7 agencies reported that
they had authorized 90 to 100 percent of their systers compared with only 3
agencies last year. However, 11 agencies reported they had authorized less than
50 percent of their systems, but this also indicated some improvement compared
with the 13 agencies that reported less than 50 percent last year {which included 3
that reported none). Figure 4 summarizes overall results for the 24 agencies for
fiscal year 2003.

Figure 4: Percentage of Systemns during Fiscal Year 2003 that are Authorized for Processing after
Certification and Accreditation

46% Less than 50%
{11 agencies)

25%

50 and 89%
{6 agencies)

80 and 100%
{7 agencies)
Bource: Agency-repaned data and GAQ {analysis}.

The results of the IGs’ independent evaluations showed deficiencies in agencies’
system certifications and accreditations, including instances in which
certifications and accreditations were not were not current and controls were not
tested. In addition, at the request of the House Committee on Government Reform

"National Institute of Standards and Technology, Guide for the Security Certification and Accreditation of
Federal Information Systems, Second Public Draft, Special Publication 800-37 (June 2003).
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and your subcommittee, we are currently reviewing federal agencies’ certification
and accreditation processes. Preliminary results of our work indicate that the
majority of the 24 large agencies reported that they are using NIST or other
prescribed guidance for their system certifications and accreditations. However,
our reviews of the certification and accreditation of selected systems at selected
agencies identified instances where documentation did not show that specific
criteria were always met. For example, we noted instances in which systems were
accredited even though risk assessments were outdated, contingency plans were
incomplete or untested, and control testing was not performed. Further, in some
cases, documentation did not clearly indicate what residual risk the accrediting
official was actually accepting in making the authorization decision. Unless
agencies ensure that their certifications and accreditations meet appropriate
criteria, the value of this process as a management control for ensuring
information system security is limited, and agency reported performance data
may not accurately reflect the status of an agency’s efforts to implement this
requirement.

Integration of Security Costs into the System Life Cycle

OMB requires that agencies’ budget submissions specifically identify security
costs as part of life-cycle costs for their IT investments and has provided criteria
to be considered in determining such costs.” OMB also provided these security
cost criteria in its FISMA guidance and required agencies to report their IT
security spending, including those critical infrastructure protection costs that
apply to the protection of government operations and assets. Among other
questions related to including security costs in IT investments, OMB requires that
the agencies report the number of systems that have security control costs
integrated into their system life cycles.

Fiscal year 2003 reporting for this measure showed that agencies are increasingly
integrating security control costs into the life cycle of their systems. Specifically,
15 agencies reported increases in the number of systems integrating security

™Criteria to be considered include the products, and (federal and )
that are primarily dedicated to or used for provision of IT security for the specific IT investment. Examples
include costs for risk assessment; security planning and policies; certification and accreditation; specific
management, operational, and technical security contmls (m include access com:ro) systerms as wel] as
telecommunications and network security);
and u-mnmg, system reviews/evaluations (mcludmg secunty contml testing and evaluation); oversight or
of agency reports to OMB and corrective action plans as
they pertain to the specific investment; conungency planning and tmcmg, physxcal and envnronmenml controls
securif d and

for hardware and software; auditing ity an

reviews, i audits and other ions performed on cantractor facilities and operations. Agencles
must also include the products, d and that have as an inci or integral

guantifiable benefit to IT security for the specific IT & suchas i

conol, personnel security, physical security, operations security, privacy training, program/system evaluations
‘whose primary purpose is other than security; and systems administrator functions. For the security costs of
application investments, agencies should also appropriately allocate the costs of networks, which may provide
some or all of the necessary security controls for the associated applications.
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costs, compared with the number reported last year. Also, as shown in figure 5,
9 agencies reported meeting this measure for 90 to 100 percent of their systems.

Figure 5: Percentage of Systems that Have Security Controf Costs integrated into the Life Cycie of their
Systems for Fiscal Year 2003

49, (1 agency)
Less than 50%
(5 agencies)
38%

‘ 38% Between 50 and 89%

(9 agencies)

90 and 100%
{9 agencies)

Soutce: Agency-reported dats end GAD {analysis).

Note: Tota doas not add to 100 percant due to rounding.

Security Control Testing and Evaluation

FISMA requires that agency information security programs include periodic
testing and evaluation of the effectiveness of information security policies,
procedures, and practices, to be performed with a frequency that depends on risk,
but no less than annually. This is to include testing of management, operational,
and technical controls of every information system identified in the FISMA-
required inventory of major systems. Periodically evaluating the effectiveness of
security policies and controls and acting to address any identified weaknesses are
fundamental activities that allow an organization to manage its information
security risks cost-effectively, rather than reacting to individual problems ad hoc
only after a violation has been detected or an audit finding has been reported.
Further, management control testing and evaluation as part of program reviews is
an additional source of information that can be considered along with control
testing and evaluation in IG and our audits to help provide a more complete
picture of the agencies’ security postures.

As a performance measure for this requirement, OMB mandates that agencies
report the number of systems for which security controls have been tested and
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evaluated. Fiscal year 2003 data reported for this measure showed that a total of
15 agencies reported an increase in the overall percentage of systems being tested
and evaluated. However, § agencies still reported that they had tested the controls
of less than 50 percent of their systems (corpared with 10 agencies last year) and
only 6 of the remaining 16 agencies reported testing and evaluating the controls
for 90 percent or more of their systems (compared with 4 agencies last year).
Figure 6 shows the overall results for fiscal year 2003.

Figure 6: Percentage of Systems with Security Controls Tested during Fiscal Year 2003

25% Less than 50%
{8 agencies)

42%

. B 50 and 89%
{10 agencies)

80 and 100%
{6 agencies)

Soutce: Agency-reported data and GAO (analysis).

Contingency Plans

FISMA requires that agencies’ information security programs inciude plans and
procedures to ensure continuity of operations for information systems that
support the operations and assets of the agency. Contingency plans provide
specific instructions for restoring critical systems, including such elements as
arrangements for alternative processing facilities, in case usual facilities are
significantly damaged ox cannot be accessed due to unexpected events such as
temporary power failure, accidental loss of files, or major disaster. It is important
that these plans be clearly documented, communicated to affected staff, and
updated to reflect current operations.

The testing of contingency plans is essential to determine whether they will
function as intended in an emergency situation, and the frequency of plan testing
will vary depending on the criticality of the entity’s operations. The most useful
tests involve simulating a disaster situation to test overall service continuity. Such
a test would include testing whether the alternative data processing site will
function as intended and whether critical computer data and programs recovered
from off-site storage are accessible and current. In executing the plan, managers
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will be able to identify weaknesses and make changes accordingly, Moreover,
tests will assess how well employees have been trained to carry out their roles
and responsibilities in a disaster situation.

To show the status of implementing this requirement, OMB mandates that
agencies report the number of systems that have a contingency plan and the
number with contingency plans that have been tested. Agencies’ reported fiscal
year 2003 data for these measures showed that conti 'y planning r ins a
problem area for many agencies, Specifically, a total of 11 agencies report that
less than half of their systems have contingency plans and of the remaining 13
agencies, only 6 have contingency plans for 90 to 100 percent of their systems. In
addition, a total of 14 agencies reported that they had tested contingency plans for
less than half of their systems, including 2 agencies that reported testing none.
Figure 7 provides overall results for fiscal year 2003 contingency plan testing.

Figure 7: Percentage of Systems with Contingency Plans That Have Been Tested for Fiscal Year 2003

> None
8%, {2 agencies)
58% Less than 50%

{14 agencies)

N

‘Sourcs: Agency-reported data and GAO (anaiysis).

50 and 89%
{8 agencies)

Note: Total doss not add to 100 petcent due 10 rounding,

Security Training

FISMA requires agencies to provide security awareness {raining to inform
personnel, including contractors and other users of information systems that
support the operations and assets of the agency, of information security risks
associated with their activities, and their responsibilities in complying with
agency policies and procedures designed to reduce these risks. In addition,
agencies are required to provide training on information security to personnel
with significant security responsibilities. Our studies of best practices at leading
organizations have shown that such organizations took steps to ensure that
personnel involved in various aspects of their information security programs had
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the skills and knowledge they needed. They also recognized that staff expertise
had to be frequently updated to keep abreast of ongoing changes in threats,
vulnerabilities, software, security techniques, and security monitoring tools.

As performance measures for FISMA training requirements, OMB has the agencies
report the number of employees who received IT security training during fiscal
year 2003 and the number of employees with significant security responsibilities
who received specialized training.

Reported fiscal year 2003 data showed that 13 agencies reported that they
provided security training to 90 to 100 percent of their employees and contractors
compared with 9 agencies for fiscal year 2002. Of the remaining 11 agencies, only
3 reported that such training was provided for less than half of their
employees/contractors, and 1 provided insufficient data for this measure,

For specialized training for employees with significant security responsibilities,
reported data showed increases since fiscal year 2002, For example, a total of

7 agencies reported training for 0 to 100 percent of their employees with
significant security responsibilities (compared with 5 agencies last year), and of
the remaining 17 agencies, only 2 reported providing training to less than half of
such employees {compared with 10 for fiscal year 2002). Figure 8 provides overall
results for fiscal year 2003.

Figure 8:

of Emp with i Security
Training during Fiscal Yoar 2003

tnsufficient
{2 agencies)

8% Less than 50%
8% {2 agencies)

Between 50 and 89%
(13 agencies)

90 and 100%
(7 agencies)

Sourae: Agency-reported deta and GAQ (analysis).

Note: Total does not 80 to 100 paroent due o rounding.
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Incident Handling

Although even strong controls may not block all intrusions and misuse,
organizations can reduce the risks associated with such events if they promptly
take steps to detect them before significant damage can be done. Accounting for
and analyzing security problems and incidents are also effective ways for an
organization to gain a better understanding of threats to its information and of the
cost of its security-retated problems. Such analyses can also pinpoint
vulnerabilities that need to be addressed to help ensure that they will not be
exploited again. Problem and incident reports can, therefore, provide valuable
input for risk assessments, help in prioritizing security improvement, and be used
to illustrate risks and related trends in reports to senior management.

FISMA requires that agencies’ information security programs include procedures
for detecting, reporting, and responding to security incidents; mitigating risks
associated with such incidents before substantial damage is done; and notifying
and consulting with the FISMA-required federal information security incident
center and other entities, as appropriate, including law enforcement agencies and
relevant IGs. OMB information secitrity policy has also required that system
security plans ensure a capability to provide help to users when a security
incident occurs in the system and to share information concerning common
vulnerabilities and threats. In addition, NIST has provided guidance to assist
organizations in establishing computer security incident-response capabilities and
in handling incidents efficiently and effectively.”

OMB requires agencies to report several performance measures and other
information for FISMA related to detecting, reporting, and responding to security
incidents. These include the number of agency components with an incident
handling and response capability, whether the agency and its major components
share incident information with the Federal Computer Incident Response Center
(FedCIRC)” in a timely manner, and the numbers of incidents reported. OMB also
requires that agencies report on how they confirm that patches™ have been tested
and installed in a timely manner and whether they are a member of FedCIRC's
Patch Authentication and Distribution Capability, which provides agencies with

*National Institute of Standards and Technology, Computer Security Incident Handling Guide, Special
Pubtication 800-61 (January 2004).
*FedCIRC, formerly within the General Services Administration and now part of the Department of Homeland
Security, was established to provide a central focal point for incident reporting, handling, prevention, and

ition for the federal
“A patch is a piece of software code that is inserted into a program to temporarily fix a defect. Patches are
developed and released by software vendors when ilities are di . Patch is the
process of effectively applying available patches.
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information on trusted, authenticated patches for their specific technologies
without charge.”

Agency-reported data showed that many agencies have established and
implemented incident-response capabilities for their components. For example,
17 agencies reported that for fiscal year 2003, 90 percent or more of their
componernts had incident handling and response capabilities (compared to 12
agencies for fiscal year 2002). Also, a total of 18 agencies reported that their
components report incidents to FedCIRC either themselves or cenfrally through
one group.

A total of 22 agencies reported that they confirm patches have been tested and
installed in a timely manner. In contrast, of the 23 IGs that reported, 11 responded
that the agency confirmed that patches have been tested and installed in a timely
manner; 5 that the agency did but not consistently; and 6 that the agency did not
(1 other IG did not provide sufficient data). A total of 19 agencies also reported
that they were a member of FedCIRC's Patch Authentication and Distribution
Capability.

In our September 2003 testimony, we discussed the criticality of the patch
management process in helping to alieviate many of the challenges involved in
securing computing systems from attack.” We also identified common practices
for effective patch management found in security-related literature from several
groups, including NIST, Microsoft,” patch management software vendors, and
other computer-security experts. These practices included

senior executive support of the process;
standardized patch management policies, procedures, and tools;

dedicated resources and clearly assigned responsibilities for ensuring that the
patch management process is effective;

current inventory of all hardware equipment, software packages, services, and
other technologies installed and used by the organization;

proactive identification of relevant vulnerabilities and patches;

#According to a DHS official, the department recently decided to terminate the Patch Authentieation and
Distribution Capability based on low Jevels of usage, negative agency feedback on its usefulness, and the cost to
make significant upgrades. Further, many of its customers only used this service for patch netification, which
can generally be obtained through vendors at no cost.

*U1.8. General Accounting Office, Information Security: Effective Patch Is Critical to
Software Vulnerabilities, GAO-03-1138T (Sep. 10, 2003).
b C ¥ for Security, Solutions for The Microsoft Guide to Security

Patch Management (Redrmond, WA: 2003).
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.

.

assessment of the risk of applying the patch considering the importance of the
system to operations, the criticality of the vulnerability, and the likelihood that the
patch will disrupt the system;

testing each individual patch against various systems configurations in a test
environment before installing it enterprisewide to determine any impact on the
network;

effective patch distribution to all users; and

regular monitoring through network and host vulnerability scanning to assess
whether patches have been effectively applied.

In addition to these practices, we identified several steps to be considered when
addressing software vilnerabilities, including:

deploying other technologies, such as antivirus software, firewalls, and other
network security tools, to provide additional defenses against attacks;

employing more rigorous engineering practices in designing, implementing, and
testing software products to reduce the number of potential vulnerabilities;

improving tools to more effectively and efficiently manage patching;

researching and developing technologies to prevent, detect, and recover from
attacks as well as to identify their perpetrators, such as more sophisticated
firewalis to keep serious attackers out, better intrusion-detection systems that can
distinguish serious attacks from nuisance probes and scans, systems that can
isolate compromised areas and reconfigure while continuing to operate, and
techniques to identify individuals responsible for specific incidents; and

ensuring effective, tested contingency planning processes and procedures.

Security of Contractor-Provided Services

Under FISMA, agency heads are responsible for providing information security
protections for information collected or maintained by or on behalf of the agency
and information systems used or operated by an agency or by a contractor. Thus,
as OMB emphasized in its fiscal year 2003 FISMA reporting guidance, agency IT
security programs apply to all organizations that possess or use federal
information or that operate, use, or have access to federal information systems on
behalf of a federal agency. Such other organizations may include contractors,
grantees, state and local governments, and industry partners. This underscores
longstanding OMB policy concerning sharing government information and
interconnecting systems: federal security requirements continue to apply and the
agency is responsible for ensuring appropriate security controls.
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As a performance measure for the security of contractor-provided security, OMB
had the agencies report the number of contractor facilities or operations reviewed
and to respond as to whether or not they used appropriate methods (such as
audits or inspections and agreed-upon IT security requirements) to ensure that
contractor-provided services for their programs and systems are adequately
secure and meet the requirements of FISMA, OMB policy and NIST guidelines,
national security policy, and agency policy.

Fiscal year 2003 data reported for these measures showed that 10 of the

24 agencies reported that they had reviewed 90 to 100 percent of their contractor
operations or facilities. Only 2 agencies reported having reviewed less than half of
their contractor operations or facilities, and two others provided insufficient data
for this measure, In addition, 22 agencies reported that they used appropriate
methods to ensure that contractor-provided services are adequately secure and
meet the requirements of FISMA. Of the remaining two agencies, one reported
that it did not use appropriate methods and one reported partial compliance,
Although these reported results indicate overall increases from fiscal year 2002,
the IGs’ evaluations provided different resuits. For example, although the IG
evaluations did not always address these measures, 9 of the 15 IGs that did report
showed that less than half of contractor operations or facilities were reviewed.
Further, only 12 IGs reported that the agency used appropriate methods to ensure
that contractor-provided services are adequately secure and meet the
requirements of FISMA, while 7 reported that their agencies did not.

Plan of Action and Milestones

FISMA requires that agencies’ information security programs include a process
for planning, implementing, evaluating, and doci ing remedial action to
address any deficiencies in the information security policies, procedures, and
practices of the agency. Developing effective corrective action plans is key to
ensuring that remedial action is taken to address significant deficiencies. Further,
a centralized process for monitoring and managing remedial actions enables the
agency to identify trends, root causes, and entitywide sojutions.

As discussed previously, as part of GISRA implementation, OMB began requiring
that agencies report on the status of their remediation efforts through POA&Ms
and quarterly updates. In addition, for fiscal year 2003 FISMA reporting, OMB had
agency IGs assess whether the agency had developed, imiplemented, and was
managing an agencywide plan of action and milestone process according to
specific criteria, such as whether agency program officials and the CIO develop,
implement, and manage POA&Ms for every system that they own and operate
{systems that support their programs) that has an IT security weakness; and
whether the agency CIO centrally tracks and maintains all POA&M activities on at
least a quarterly basis.
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Overall, the IGs’ responses to these criteria showed that many agencies still do
not use the POA&M process to manage the correction of their information
security weaknesses. For example, as part of monitoring the status corrective
actions, 20 of the 23 IGs that reported responded that the agency CIO tracked
POA&M data centrally on at least a quarterly basis, but only 12 reported that the
CIO maintained POA&Ms for every system that has an IT weakness. Further, 14
1Gs reported that their agency POA&M process did not prioritize IT security
weaknesses to ensure that significant weaknesses are addressed in a timely
manner and receive appropriate resources. Reported IG responses to these and
other criteria are summarized in table 2.

Table 2: y of insp Generai of Agency POA&M Processes
inspector General Responses
Yes No Data not provided
OMB reporting criterfa : Number (%) Number (%) Number {%)

Agency program officials have

POA&Ms for every system they own
and operate that bas an IT security :
weakness : 11 (48) 10 43) | 2 {9)

Agency program officials report to the
ClO on a regular basis {at Jeast
quarterly) on their remediation progress: 14 {61) 8 (35} 1 {4}

Agency CIO has POA&Ms for every
system it owns and operates that has i
an iT secutity weakness 12 {52) 10 {44y 1 4y

Agency CIO centrally tracks and
maintains all POA&M activities on at i
ieast a quarterly basis 1 20 {871 3 {13} a ©)

POA&M is the authoritative agency and
IG management tool to identify and H

monitor agency actions for correcting

information and {T security weaknesses! 14 (61) : B {35) 1 {4)

System-level POA&MSs are tied directly
to the system budget request through
the [T business case to tie the
justification for IT security funds to the
budget process : 10 44y’ 12 {52) | 1 {4)

Agency IGs are an integral part of the
POA&M process and have access 1o
agency POA&Ms 18 {78) & {22) [} {0)

The agency’s POA&M process.

represents a prioritization of agency 17

security weaknesses to ensure that
ignil are

in a timely manner and receive : :

appropriate resources 8 (35) 14 (&1} 1 4}

“Roundsd up 1o total 300 parcant.
‘Source: Agency Fiscal Year 2008 FISMA repots and GAQ {analysis).
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Opportunities Exist to Improve the Usefulness of Performance
Measurement Data

Periodic reporting of performance measures tied to FISMA requirements and
related analysis can provide valuable information on the status and progress of
agency efforts to implement effective security management programs, thereby
assisting agency management, OMB and the Congress in their management and
oversight roles. However, several opportunities exist to improve the usefuiness of
such information as indicators of both governmentwide and agency-specific
performance in implementing information security requirements. As discussed
earlier, OMB plans to further emphasize performance measurement in next year's
FISMA reporting guidance, including evolving measures to identify the quality of
waork perforined, targeting IG efforts to assess key security processes, and
clarifying certain definitions. In developing its guidance, OMB can consider how
their efforts can help to address the following factors that lessen the usefulness of
current performance measurement data:

s Limited assurance of data reliability and quality. The performance measures
reported by the agencies are primarily based on self-assessments and are not
independently validated. OMB did not require the IGs to validate agency
responses to the performance measures, but did instruct them to assess the
reliability of the data for the subset of systems they evaluate as part of their
independent evaluations. Although not consistently addressed by all the IGs, some
1G evaluations did identify problems with data reliability and quality that could
affect agency performance data. For example, for the performance measure on
the number of agency systems authorized for processing after certification and
accreditation, 6 IGs indicated different results than those reported by their
agencies for reasons such as out-of-date certifications and accreditations (systems
are to be reaccredited at least every 3 years). Further, other IGs identified
problems with the quality of the certifications and accreditations, such as security
control reviews not being performed.

e Accuracy of agency system inventories. The total number of agency systems isa
key element in OMB'’s performance measures, in that agency progress is indicated
by the perc of total sy that meet specific information security
requirements. Thus, inaccurate or incomplete data on the total number of agency
systems affects the percentage of systems shown as meeting the requirements.
Further, a complete inventory of major information systems is a key element of
managing the agency’s IT resources, including the security of those resources. As
mentioned, FISMA requires that each agency develop, maintain, and annually
update an inventory of major information systems operated by the agency or
under its control. However, according to their fiscal year 2003 FISMA reports,
only 13 of the 24 agencies reported that they had completed their systemn
inventories. Further, independent evaluations by IGs for 3 of these 13 agencies did
not agree that system inventories were complete. In addition, although there was
little change in the reported total number of systems shown for the 24 agencies
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(an increase of only 41 sy from 7,957 systt for fiscal year 2002 to 7,998
systems for fiscal year 2003, large changes in individual agencies’ total systems
from year to year could make it more difficult to interpret changes in their
performance measure results. For exampie, the total number of systems reported
by the Department of Agriculture decreased by 55 percent from 605 for fiscal year
2002 1o 271 for fiscal year 2003, which the department attribuied, in large part, to
its efforts to develop the FISMA-required inventory of major information systems.
At the same time, all of the department’s key performance measures increased,
with some, such as systems assessed for risk, showing a large increase (from 18
percent for fiscal year 2002 to 72 percent for fiscal year 2003).

Limited Department of Defense data. In interpreting overall results for the federal
government, it is important to note that reported numbers include only a small
sample of the thousands of systers identified by DOD. Atiributing its size and
complexity and the considerable lead time necessary to allow for the collection of
specific metrics and the approval process by each service and agency, DOD
determined that the collection of a sample of system and network performance
metrics would effectively support its emphasis on network-centric operations and
complement its overall information assurance security reporting. Obtaining OMB
concurrence with this approach, DOD provided performance measurement data
on a sample of 378 systems in its fiscal year 2003 FISMA report, As OMB reported
in its fiscal year 2003 report to the Congress, DOD reported a total of 3,557
systems for the department-almost half of the combined total systems for the
other 23 agencies. OMB also reported that DOD plans to report on all systems for
the fiscal year 2004 reporting cycle. As a result, including performance data on all
DOD systems for fiscal year 2004 could significantly affect the overall
performance measurement results both for DOD and governmentwide.

Data are reported in aggregate, not according to system risk. Performance
measurement data are reported on the total nuraber of agency systems and do not
indicate the relative importance or risk of the systems for which FISMA
requirements have been met. Reporting information by system risk would provide
better information about whether agencies are prioritizing their information
security efforts according to risk. For example, the performance measures for
fiscal year 2003 show that 48 percent of the total number of systeras have tested
contingency plans, but do not indicate to what extent these 48 percent include the
agencies’ most important systems. Therefore, agencies, the administration, and
the Congress cannot be sure that critical federal operations can be restored if an
unexpected event disrupts service. As required by FISMA, NIST recently issued its
Standards for Security Categorization of Federal Information and Information
Systems to provide a commmon framework and understanding for expressing
security that promotes effective management and oversight of information
security programs and consistent reporting to OMB and the Congress on the
adeguacy and effectiveness of information security policies, procedures, and
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practices.” These standards, which are discussed later in greater detail, would
require agencies to categorize their information systems according to three levels
of potential impact on organizations or individuals—high, moderate, and low—
should there be a breach of security.

Refinement of Performance Measures Could Improve Quality of Analysis.
Refinement of performance measures can provide more useful information about
the quality of agency processes. For example, as discussed earlier, GAO and the
IGs have noted issues concerning the quality of the certification and accreditation
process. Additional information reported on key aspects of certification and
accreditation would provide better information to assess whether they were
performed consistently. As also discussed earlier, OMB’s fiscal year 2003 FISMA
report to the Congress also identified the need to evolve performance measures to
provide better quality information.

Status of NIST Efforts

Since FISMA was enacted in December 2002, NIST has taken a number of actions
to develop required security-related standards and guidance. These actions
include the following:

In December 2003 it issued the final version of its Standards for Security
Categorization of Federal Information and Information Systems (FIPS Publication
199). NIST was required to submit these categorization standards to the Secretary
of Commerce for promulgation no later than 12 months after FISMA was enacted.
The standards establish three levels of potential impact on organizational
operations, assets, or individuals should a breach of security occur—high (severe
or catastrophic), moderate (serious), and low (limited). These standards are
intended to provide a common framework and understanding for expressing
security that promotes effective management and oversight of information
security programs, and consistent reporting to OMB and the Congress on the
adequacy and effectiveness of information security policies, procedures, and
practices.

Also in December 2003, it issued the initial public draft of its Guide for Mapping
Types of Information and Information Systems to Security Categories {Special
Publication 800-60). Required to be issued 18 months after FISMA enactment, this
guidance is to assist agencies in categorizing information and information systems
according to impact levels for confidentiality, integrity, and availability as
provided in NIST’s security categorization standards (FIPS Publication 199).

“National Institute of and T¢ dards for Security Ce of Federal i
and Information Systems, Federal ion P i Publi (FIPS PUB) 199, December
2003
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* InOctober 2003 it issued an initial public draft of Recommended Security
Controls for Federal Information Systems (Special Publication 800-53) to provide
guidelines for selecting and specifying security controls for information systems
categorized in accordance with FIPS Publication 199. This draft includes baseline
security controls for low and moderate impact information systems, with controls
for high impact systems to be provided in subsequent drafts. This publication,
when completed, will serve as interim guidance until 2005 (36 months after FISMA
enactment), which is the statutory deadline to publish minimum standards for all
non-national-security systems. In addition, testing and evaluation procedures used
to verify the effectiveness of security controls are to be provided this spring in
NIST's Guide for Verifying the Effectiveness of Security Controls in Federal
Information Systems (Special Publication 800-53A).

e In August 2003 it issued Guideline for Identifying an Information System as a
National Security System (Special Publication 800-59). This document provides
guidelines developed in conjunction with DOD, including the National Security
Agency, to ensure that ies receive consi id on the identification
of systems that should be governed by national security system reguirements.
Except for national security systems identified by FISMA, the Secretary of
Commerce is responsible for prescribing standards and guidelines developed by
NIST. DOD and the Director of Central Intelligence have authority to develop
policies, guidelines, and standards for national security systems. The Director is
also responsible for policies relating to systems processing intelligence
information.

According to a NIST official, the agency has also made progress in implementing
other FISMA requirements. For example, it is continuing to provide consultative
services to agencies on FISMA related information security issues and has
established a federal agencies security practices Web site to identify, evaluate,
and disseminate best practices for critical infrastructure protection and security.
In addition, it has established a Web site for the private sector to share nonfederal
information security practices. NIST has continued an ongoing dialogue with the
National Security Agency and the Committee on National Security Systems to
coordinate and take advantage of the security work underway within the federal
government. |

FISMA also requires NIST to prepare an annual public report on activities
undertaken in the previous year and planned for the coming year, to carry out its
responsibilities. According to a NIST official, this report should be issued this
month.

In addition to its responsibilities under FISMA, NIST has issued or is developing
other information security guidance that supports this law. Along with its
guidance on incident handling, building an information security awareness
program, and draft guidance on both certification and accreditation and risk
management, NIST has also issued Security Metrics Guide for Information
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Technology Systems” and Security Considerations in the Information System
Development Life Cycle: Recommendations of the National Institute of Standards
and Technology.”

Current budget constraints may, however, affect NIST's future work. FISMA
established new responsibilities for this agency and authorized an appropriation
of $20 million for each fiscal year, 2003 through 2007. However, according to
NIST, funding for the Computer Security Division, the organization responsible
for FISMA activities, was reduced from last year, and this will affect this division's
information security and critical infrastructure protection work.

In addition to the specific responsibilities to develop standards and guidance
under FISMA, other information security activities undertaken by NIST inciude

operating a computer security expert assist team (CSEAT) to assist federal
agencies in identifying and resolving IT security problems;

conducting security research in areas such as access control, wireless, mobile
agents, smart-cards, and quantum computing;

improving the security of control systems that manage key elements of the
country’s critical infrastructure; and

performing cyber security product certifications required for government
procurements.

The Cyber Security Research and Development Act also assigned information
security respousibilities to NIST and authorized funding. These responsibilities
include

providing research grants to institutions of higher education or other research
institutions to support short-term research aimed at improving the security of
computer systems; growth of emerging technologies associated with the security
of networked systems; strategies to improve the security of real-time computing
and communications systems for use in process control; and multidisciplinary,
long-term, high-risk research on ways to improve the security of coraputer
systems.

developing cyber security checklists (and establishing priorities for their
development) that set forth settings and option selections that minimize the
security risks associated with each computer hardware or software system that is,
or is likely to become, widely used within the federal government,

®National Institute of Standards and Technology, Secunity Metrics Guide for Information Technology Systems,
Special Publication 800-56 (July 2003).

*National Institute of and T Security Consi fons in the jon System
Development Life Cycle, Special Publication 800-64 (October 2003).
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In summary, through the continued emphasis of information security by the
Congress, the administration, agency management, and the audit coramunity, the
federal government has seen improvements in its information security. However,
despite the apparent progress shown by increases in key performance measures,
most agencies still have not reached the level of performance that demonstrates
that they have implemented the agencywide information security program
mandated by FISMA. If information security is to continue to improve, agency
management must remain committed to these efforts and establish management

v ) processes that ensure that requir ts are impl d for all their major

. systems, including new requirements to categorize their systerns and incorporate
mandatory minimum security controls. Performance measures will continue to be
a key tool to both hold agencies accountable and provide a barometer of the
overall status of federal information security. For this reason, it is increasingly
important that agencies’ monitoring, review, and evaluation processes provide the
Congress, the administration, and agency t with 1ce that these
measures accurately reflect agency progress. Opportunities to provide this
assurance and improve the usefulness of agencies’ performance measurement
data include IG validation of reported data, categorization of the data according to
system risk levels, and refinement of the measures to provide more information
about the quality of agency processes.

Achieving significant and sustainable results will likely require agencies to
develop programs and processes that prioritize and routinely monitor and manage
their information security efforts. Further, agencies will need to ensure that
systeras and processes are in place to provide information and facilitate the day-
to-day management of information security throughout the agency, as well as to
verify the reliability of reported performance information.

Mr. Chairman, this concludes my statement. I would be happy to answer any
questions that you or bers of the subcec ittee may have at this time.

If you should have any questions about this testimony, please contact e at (202)
512-3317 or Ben Ritt, Assistant Director, at (202) 512-6443. We can also be reached
by e-mail at daceyr@gao.gov and rittw@gao.gov, respectively.

Other individuals making key contributions to this testimony included Larry
Crosland, Mark Fostek, Danielle Hollomon, and Barbarol James.

(310522)
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Mr. PUTNAM. Our next witness is Karen Evans.

In September 2003, Karen Evans was appointed by President
Bush to be Administrator of the Office of Electronic Government
and Information Technology at the Office of Management and
Budget. Prior to joining OMB, Ms. Evans was Chief Information
Officer at the Department of Energy and served as vice chairman
of the CIO Council, the principal forum for agency CIOs to develop
IT recommendations. Previously, she served at the Department of
Justice as Assistant and Division Director for Information System
Management. She is doing a great job over at OMB.

We'’re always delighted to have you join us and share your exper-
tise with us. You are recognized.

STATEMENT OF KAREN EVANS, ADMINISTRATOR, ELEC-
TRONIC GOVERNMENT AND INFORMATION TECHNOLOGY,
OFFICE OF MANAGEMENT AND BUDGET

Ms. EVANS. Thank you.

Good afternoon, Mr. Chairman. Thank you for inviting me to
speak about the status of the Federal Government’s efforts to safe-
guard our information and systems. My remarks will focus on the
findings of the OMB fiscal year 2003 FISMA report and the next
steps to address our IT security challenges.

Earlier this month, OMB issued our third annual report to Con-
gress on agency compliance with IT security requirements in law
and policy. FISMA, like its predecessor, the Government Informa-
tion Security Reform Act, continues to be a valuable tool in improv-
ing the state of Federal IT security, both the security of systems
and promoting the protection of information.

The OMB FISMA report identifies IT security progress and
weaknesses in fiscal year 2003. The report summarizes progress
such as Federal performance against three governmentwide goals
identified in the President’s fiscal year 2004 budget. Agencies re-
ported their progress against a key set of IT security performance
measures. These measures reveal areas of the progress from fiscal
year 2001 through 2003 as well as weaknesses.

Agency IG reports verified some of this progress and, in other in-
stances, called into question the quality of some of the work. For
example, while there are notable increases in the percentage of sys-
tems with security plans, many Federal systems still do not have
contingency plans in place to ensure continuity of operations.

IG reports also continue to identify a number of troubling gov-
ernmentwide issues and trends such as reoccurring IT security
weaknesses, some of which are repeating material weaknesses. Far
too many systems continue to operate with serious weaknesses.

Another area highlighted in OMB’s report was the need for im-
proved accountability within agencies. The law is very clear on this
issue. The agency head is ultimately responsible for the security of
their information and systems and is charged with ensuring agency
senior officials and the agency CIO fulfill their specific IT security
responsibilities.

Agency senior officials are responsible for providing security for
the information and the systems which support their operation and
assets. In fact, the majority of IT spending within agencies is not
on IT infrastructure and networks, traditionally owned and oper-



48

ated by the CIOs, but rather on mission IT investments. It is with-
in these systems that many weaknesses reoccur.

To address these problems and others, OMB will continue to en-
gage management and leverage the budget processes. While IT se-
curity clearly has a technical component, at its core is an essential
management function. Most of the Federal Government’s IT secu-
rity weaknesses can be resolved through better management and
accountability. Through the budget process, OMB requires agencies
to incorporate IT security through the lifecycle of all investments.
Failure to appropriately incorporate security puts the investment
at considerable risk.

To enforce this requirement, OMB notified those agencies with
significant information and system security weaknesses through
budget guidance to remediate operational systems with weaknesses
prior to spending fiscal year 2004 IT development or modernization
and funds. If additional resources are needed to resolve those
weaknesses, agencies are to use those fiscal year 2004 IT funds
originally sought for new development.

Additionally, OMB continues to enforce IT security through the
President’s management agenda under the E-Gov scorecard. Agen-
cies may not get to green under E-Gov unless they fully meet speci-
fied IT security criteria, including 90 percent of the systems being
certified and accredited and that their IG has verified the agency
has a plan of action and milestones process in place which meets
the OMB criteria. The PMA enables OMB to hold agencies, their
senior agency officials and the CIO accountable for IT security per-
formance.

Finally, as we move into the 4th year of these annual IT security
requirements, our goal is to improve FISMA reporting instructions
so that we more clearly capture results and performance measures
continue to mature to focus on key IT security areas. NIST is ac-
tively working on the development of new guidelines required
under FISMA which will play a significant role in guiding technical
implementation of agency IT security efforts.

In particular, as part of the development of OMB’s fiscal year
2004 FISMA guidance, we are focusing on the following 3 years:
one, evolving the IT security performance measures to move beyond
status reporting to also identify the quality of work done; two, the
independent evaluations by the IGs continue to be a source of in-
dispensable information, and further targeting of the IG efforts to
assess a development implementation and performance of key IT
security processes are invaluable; and, three, providing additional
clarity to certain definitions to eliminate interpretation difference
within agencies and between agencies and the IGs.

In conclusion, I would like to acknowledge the significant work
of the agencies and IGs in conducting the annual review and eval-
uations. It is this effort which gives OMB and the Congress much
greater visibility into the agency IT security status and progress.

While notable progress in resolving IT security weaknesses has
been made, problems continue and new threats and vulnerabilities
continue to materialize. Much work remains, and OMB will con-
tinue to work with agencies, GAO and Congress to promote appro-
priate risk-based and cost-effective IT security programs, policies
and procedures to adequately secure our operations and assets.
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I would be glad to take any questions at this time.
Mr. PUTNAM. Thank you, Miss Evans.
[The prepared statement of Ms. Evans follows:]
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STATEMENT OF
THE HONORABLE KAREN EVANS
ADMINISTRATOR FOR ELECTRONIC GOVERNMENT AND
INFORMATION TECHNOLOGY
OFFICE OF MANAGEMENT AND BUDGET
BEFORE THE
COMMITTEE ON GOVERNMENT REFORM
SUBCOMMITTEE ON TECHNOLOGY, INFORMATION POLICY,
INTERGOVERNMENTAL RELATIONS, AND THE CENSUS
U.S. HOUSE OF REPRESENTATIVES

March 10, 2004

Good afternoon, Mr. Chairman, Ranking Member Clay, and Members of the
Committee. Thank you for inviting me to speak about the status of the Federal
government’s efforts to safeguard our information and systems. My remarks will focus
on the findings in OMB’s FY 2003 Federal Information Security Management Act
(FISMA) report and our strategy to address both reoccurring and new information
technology (IT) security challenges.

Earlier this month, OMB issued our third annual report to the Congress on agency
compliance with IT security requirements in law and policy. FISMA, like its predecessor
the Government Information Security Reform Act (GISRA), continues to be a valuable
tool in improving the state of Federal IT security — both the security of systems and
promoting the protection of information.

In addition to continuing key provisions from GISRA such as the critical role of
Inspectors General (IGs) in conducting independent evaluations as well as an increased
focus on accountability, FISMA also introduced new provisions. In particular, FISMA
directs the National Institute of Standards and Technology (NIST) to develop IT security
guidelines in a number of key areas such as the creation of minimum security standards
for agency systems. NIST has been actively working with agencies in the development
of those standards per their statutory role in providing technical guidelines to Federal
agencies.

Background on FISMA Reporting

As you know, FISMA directs Federal agencies to conduct annual IT security
reviews and 1Gs to perform annual independent evaluations of agency programs and
systems and report their results to OMB and Congress. OMB’s report is therefore based
primarily on the FY 2003 IT security reports submitted by agencies and IGs. To ensure
consistent reporting across the government, OMB issued FISMA guidance, M-03-19,
“Reporting Instructions for the Federal Information Security Management Act and
Updated Guidance on Quarterly IT Security Reporting”, which included specific
reporting instructions along with quantitative performance measures to more effectively
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determine agency status and progress. These instructions for agencies and IGs remained
nearly identical to FY 2002 and were mapped directly to the requirements in FISMA. As
a result, status against the FY 2001 baseline is easily identifiable.

Other key elements in OMB’s FISMA guidance include:

o Continuation of IT security performance measures. Agencies and IGs were charged to
report the results of their work against a key set of IT security performance measures.
These measures have proved extremely valuable in identifying agency strengths and
weaknesses, prioritizing resource decisions, and assisting OMB in our oversight
activities.

Continuation of IT security remediation efforts. OMB guidance continued the
requirement Federal agencies to develop plans of action and milestones (POA&Ms) for
every program and system where an IT security weakness has been found. POA&Ms
must serve as an agency’s authoritative management tool, to ensure that program and
system level IT security weaknesses, identified by the agency, IG, GAO, or OMB, are
tracked and corrected. These plans must be developed, implemented, and managed by
the agency official who owns the program or system where the weakness was found.
An important step for agencies to ensure that have sufficient resources to resolve their
weaknesses is tying their system-level POA&Ms directly to the system budget request
through the IT business case as required in OMB budget guidance (Circular A-11).
This step is essential to link the justification for IT security funds to the budget process.

IG assessment of agency POA&M process. To ensure successful remediation of IT
security weaknesses throughout an agency, every agency must maintain a central
process through the CIO’s office to monitor remediation efforts. The FISMA reporting
instructions requested IGs to assess whether or not an agency has a process in place
that meets criteria laid out in OMB guidance.

Additionally, the OMB guidance highlighted new provisions introduced by FISMA:

o Stronger emphasis on configuration management. FISMA requires each agency to
develop specific system configuration requirements that meet their own needs and
ensure compliance with them. This provision encompasses traditional system
configuration management, employing clearly defined system security settings, and
maintaining up-to-date patches. Simply establishing such configuration requirements
is not enough. It must be accompanied by adequate ongoing monitoring and
maintenance,

Codifies requirement for ensuring continuity of system operations. FISMA codifies a
longstanding policy requirement that each agency’s security program (and particularly

each system security plan) include the provision for the continuity of operations for
information systems that support the operations and assets of the agency. FISMA
explicitly includes in this requirement, information and information systems “provided
or managed by another agency, contractor, or other source.”
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¢ Development and maintenance of an inventory of major information systems. FISMA
amends the Paperwork Reduction Act regarding the major information systems
(including major national security systems) operated by or under the control of the
agency. An inventory of each agency’s major information systems has been required
for many years by the Paperwork Reduction Act and, more recently, by the 1996
Electronic Freedom of Information Act amendments. The definition of "major
information system" is found in OMB Circular A-130.

The FISMA amendments requires that the identification of information systems in this
inventory include an identification of the interfaces between each system and all other
systems and networks, including those not operated by or under the control of the
agency. OMB’s guidance directed agencies to leverage their enterprise architecture
work to create this inventory.

Key Findings from FISMA Report

The OMB FISMA report identifies progress and IT security weaknesses in FY
2003. Agency status against government-wide IT security goals as well as key IT
security performance measures in FISMA guidance is provided below.

Progress Against Government-wide IT Security Milestones

OMB established three government-wide goals in the President’s FY 2004 Budget
and recently provided an update against these measures in the President’s FY 2005
Budget.

» Goal 1 - By the end of calendar year 2003, all Federal agencies will have created a
central remediation process to ensure that program and system level IT security
weaknesses, once identified, are tracked and corrected. Each agency IG will verify
whether or not the agency has a process in place that meets criteria laid out in OMB
guidance.

Status — While each Federal agency does have an IT security remediation process,
the maturity of those processes vary greatly. Out of the twenty-four CFO Act
agencies, twelve agencies have a remediation process verified by their IG as meeting
the necessary criteria. OMB will continue to work with the remaining Federal
agencies to achieve the full goal in 2004. OMB emphasizes the importance of an IG
verified process by including it as one of three criteria necessary for agencies to “get
to green” for IT security on the Expanding E-Government Scorecard of the
President’s Management Agenda.

& Goal 2 - By the end of calendar year 2003, 80 percent of Federal IT systems shall be
certified and accredited.
Status — At the end of 2002, 48% of Federal IT systems had been certified and
accredited. This percentage increased to 62% at the end of 2003.
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* Goal 3 - By the end of calendar year 2003, 80 percent of the Federal government’s
FY 2004 major IT investments shall appropriately integrate security into the lifecycle
of the investment. While agencies have made improvements in integrating security
into new IT investments, significant problems remain, particularly in ensuring
security of existing systems.

Status — At the end of 2002, over 60% of Federal IT systems planned and budgeted
for IT security requirements as part of the overall development or maintenance of
systems. This percentage increased to 78% at the end of 2003.

Agency Progress Against Key IT Security Performance Measures

As discussed, agencies were directed to report their performance against a key set
of IT security performance measures. These measures reveal both areas of progress as
well as weaknesses. The table below provides the government-wide status from FY 2001
through FY 2003 against a subset of these measures. The data in this table is based on
information reported in agencies’ FY 2002 and FY 2003 FISMA reports and represents a
starting point to get a clearer picture of agency efforts. However, it is important to note
that some IG reports called into question the quality of some of this work. Additionally,
as some agencies do not have a robust enterprise architecture they may not have an
accurate inventory of all of their systems. When reviewing this information, it is also
important to recognize that the total number of agency systems tends to change from FY
2001 to FY 2003. A goal of the FY 2004 OMB FISMA guidance is to standardize more
of the annual reporting, including clearer definitions to eliminate interpretation
differences.

Government-wide I'T Secority Performance from FY 2001 to FY 2003

No, and % of systems]
authorized for -

R "rotat No. and % of " c'ci'tifm:ﬁw and.” .
Ageacy Systems ' accreditation systent
FYO1| FYO2] FY03} FY01| FY02| FYO3 | FYO1{ FY02] FY0)
TOTAL 7360] 7906) 7998} 1953 3772| 4965f 3001} 4914] 6182
TOTAL 27%) 48%] 62%f 41%] 62%] T1%

ples . .
EY0L] FYO2Z| FYO3} FYO1| FY02{FYO3
22161 43341 5450f 1228] 2768f 3839
30%F 55%) 68%f 17%| 35%| 48%j

Federal agencies, OMB, the Congress, and GAO are able to track and monitor
agency efforts using those measures. While the Federal government is heading in the
right direction additional efforts are still warranted. For example, there are notable
increases in the percentage of systems with security plans and the percentage of systems
certified and accredited. However, many Federal systems do not have appropriate
contingency plans in place to ensure continuity of operations. Another continuing area of
concern is the low government-wide percentage of systers with tested contingency
plans.
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Increased Accountability is Critical to Improving IT Security

Even with the strong focus of both GISRA and FISMA on the responsibilities of
agency officials regarding IT security, there continues to be a lack of understanding and
therefore accountability for IT security performance within the Federal government. The
law is very clear on this issue. The agency head is ultimately responsible for the security
of their information and systems and is charged with ensuring that agency senior officials
and the agency CIO fulfills their specific IT security responsibilities. Specifically,
agency senior officials are responsible for providing security for the information and
systems that support their operations and assets. They must ensure that the risk to their
information and systems is assessed, appropriate controls to protect against the risk are
identified, implemented, and tested, and IT security requirements are budgeted. The
agency CIO is responsible for the agency-wide information security program, developing
and maintaining IT security policies and procedures, IT security training, and assisting
agency senior officials with their responsibilities as well as ensuring the security of the
information and systems under the C1O’s control.

However, agency and IG reports continue to identify a number of troubling
government-wide issues and trends, such as:

o Agency and IG reports continue to identify the same IT security weaknesses year
after year, some of which are seen as repeating material weaknesses.

¢ Additionally, while the Federal government appears to be doing a much better job at
planning for the security of new IT investments, too many legacy systems continue
to operate with serious weaknesses.

» As aresult, there continues to be a failure to adequately prioritize IT funding
decisions to ensure that remediation of significant security weaknesses are funded
prior to proceeding with new development.

While there are a number of options available to address these concerns they must
ultimately be addressed through improved accountability. Even though awareness of IT
security requirements and responsibilities has spread beyond security and IT employees,
more agency program officials must engage and be held accountable for ensuring that the
systems that support their programs and operations are secure. Ensuring the security of
most agency information and systems is not the sole responsibility of the agency CIO.
The majority of IT spending within agencies is not on IT infrastructure and networks,
traditionally owned and operated by CIOs, but rather on mission IT investments. In fact,
historically, over 65% of the Federal government’s IT investments are normally mission-
IT related. It is within these systems that many weaknesses recur.

IT security is a shared responsibility and holding just one official accountable
potentially weakens an agency’s ability to properly safeguard its entire collection of IT
investments. Through the President’s Management Agenda, OMB has increased
accountability for agency security performance; however, greater consistency within
agencies is necessary.
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Plan of Action to Improve Performance

While IT security clearly has a technical component, it is at its core an essential
management function. Most of the Federal government’s IT security weaknesses can be
resolved through better management and accountability. Specifically, OMB will pursue the
steps outlined below as a plan of action to both assist agencies in their IT security efforts,
promote implementation of law and policy, as well as track status and progress.

Prioritizing IT Funding to Remediate IT Security Weaknesses

Long-standing OMB policy requires agencies to incorporate IT security in the
development of both new and existing IT investments and demonstrate that action in their
IT budget materials. Agencies must: 1) report security costs for their IT investments; 2)
document in their business cases that adequate security controls have been incorporated
into the life cycle planning of each IT investment; 3) reflect the agency’s security
priorities as reported in their POA&Ms; and 4) tie their POA&Ms for an IT investment
directly to the business case for that investment,

Failure to appropriately incorporate security in new and existing I'T investment
puts the investment at considerable risk for funding. Most of these weaknesses can be
found in operational systems that either have never been certified and accredited or
systems that have an out-of-date certification and accreditation.

Information from agency and IG IT security reports directly inform the budget
process. Specifically:

» Information from agency and IG reports along with their remediation plans identified
both agency-wide and system specific IT security weaknesses. Agency POA&Ms
provide the corrective actions with estimated costs the agency has determined will
resolve those weaknesses.

¢ Information from IT budget documents, the exhibit 53 and 300, also identify whether
appropriate steps to secure both new and legacy IT investments have been undertaken.

This information was particularly useful in prioritizing FY 2004 funding decisions. For
example, agencies with significant information and system security weaknesses were
directed to remediate operational systems with weaknesses prior to spending FY 2004 IT
development or modernization funds. If additional resources are needed to resolve those
weaknesses, agencies are to use those FY 2004 IT funds originally sought for new
development.

Finally, while funding for IT security has increased from $2.7 billion in FY 2002
to $4.2 billion in FY 2003, historically, a review of IT security spending and security
results has demonstrated that spending is not a statistically significant factor in
determining agency security performance. Rather, the key remains to effectively
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incorporate IT security in agency management actions and implement IT security
throughout the lifecycle of a system.

Oversight of Agency IT Security through the President’s Management Agenda Scorecard

The President’s Management Agenda Scorecard is an important mechanism for
both acknowledging agency IT security progress and highlighting significant problems.
OMB uses agency IT security materials to help inform the quarterly assessment of I'T
security under the E-Government scorecard.

To “get to green” under the Expanding E-Government Scorecard for IT security,
agencies must meet the following three criteria: 1) demonstrate consistent progress in
remediating IT security weaknesses; 2) attain certification and accreditations for 90% of
their operational IT systems; and 3) have their IG assess and verify their POA&M
process.

In addition to receiving an annual report on agency performance against key IT
security performance measures, beginning in December 2003, agencies started reporting
each quarter on their status against a subset of those measures. These updates are sent to
OMB along with agencies quarterly updates on their POA&M efforts and are also used to
inform the quarterly assessment of the President’s Management Agenda Scorecard. The
PMA enables OMB to hold agencies, their senior agency officials, and CIO accountable
for IT security performance.

FY 2004 OMB FISMA Guidance and Upcoming NIST Guidelines

As we progress into the fourth year of these annual IT security requirements, our
goal is to move even more toward performance measurement. The ability to clearly
determine outcomes and results is essential. Therefore, it is important that FISMA
reporting instructions mature to focus on key IT security areas and collect the most useful
information to inform agencies, OMB, and the Congress on the status of agency efforts to
secure their systems and protect their information. Additionally, NIST is actively
working on the development of new guidelines required under FISMA which will play a
significant role in guiding technical implementation of agency IT security efforts.

As part of the development of OMB’s FY 2004 FISMA guidance, we are focusing
on the following three areas: 1) evolving the IT security performance measures to move
beyond status reporting to also identify the quality of the work done. For example, being
able to determine both the number of systems certified and accredited as well as the
quality of the certification and accreditation conducted; 2) the independent evaluations by
the IGs continue to be a source of indispensable information and further targeting of I1G
efforts to assess the development, implementation, and performance of key IT security
processes are invaluable; and 3) providing additional clarity to certain definitions to
eliminate interpretation differences within agencies and between agencies and IGs.
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Measuring the effectiveness of processes and procedures is key. OMB is a strong
advocate for documented and repeatable processes for security. We and other experts
find certification and accreditation an especially important process because it includes all
of the important elements for securing systems. These include identifying risk,
effectively planning to manage risk, testing security controls to ensure they are working
as intended, understanding interconnections, and planning for inevitable system
disruptions and other contingencies. Moreover, a uniform certification and accreditation
process across the agencies permits a greater understanding of implemented security
controls among interconnected partners.

At the same time, we are equally concerned that merely measuring whether
certification and accreditation has been performed, does not tell us the quality of such or
whether security is actually improved. If certification and accreditation is truly
important, and we think it is, we must not permit it to devolve to the paper chase of past
security planning efforts.

Moving to more qualitative performance measures has been our goal since we
established a government-wide security baseline. Therefore for the FY 2004 FISMA
report, we will ask agencies to report the extent to which any serious security incidents
(e.g., Toot compromises or widespread viruses and worms) occurred on certified and
accredited systems and if so to identify the causes. This empirical data will permit the
agencies, OMB, and Congress to identify specific areas for improvement.

This data will also permit us to establish a new qualitative performance baseline
against which we can measure the future effectiveness of recent and planned NIST
guidance required by FISMA,

Conclusion

I would like to acknowledge the significant work of agencies and IGs in
conducting the annual reviews and evaluations. It is this effort that gives OMB and the
Congress much greater visibility into agency IT security status and progress.

While notable progress in resolving IT security weaknesses has been made,
problems continue and new threats and vulnerabilities continue to materialize. Much work
remains to improve the security of the information and systems that support the Federal
government’s missions. To address these challenges, OMB will continue to work with
agencies, GAQ, and Congress to promote appropriate risk-based and cost-effective IT
security programs, policies, and procedures to adequately secure our operations and assets.
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Mr. PUTNAM. Our third witness is Benjamin Wu.

Ben Wu was sworn in as Deputy Under Secretary for Technology
at the U.S. Department of Commerce in November 2001. In this ca-
pacity, he supervises policy development, direction and manage-
ment at the Technology Administration, a bureau of over 4,000 em-
pl(iyees that includes the National Institute of Standards and Tech-
nology.

Prior to joining Commerce, Mr. Wu held senior staff positions in
the U.S. Congress where he led on issues affecting the U.S. tech-
nology and competitiveness policy.

You are, I believe, an alumni of this subcommittee.

Mr. Wu. Yes, sir. I did work very closely with the subcommittee
and the Committee on Government Reform, but I actually was an
employee of the Committee on Science.

Mr. PurNAM. He worked in Congress from 1988, serving as coun-
sel to Congresswoman Connie Morella and on the Science Commit-
tee.

Welcome back.

STATEMENT OF BENJAMIN WU, DEPUTY UNDER SECRETARY
FOR TECHNOLOGY, DEPARTMENT OF COMMERCE

Mr. Wu. Thank you, Mr. Chairman. It is a pleasure to be back.
I thank you for the opportunity to appear before you today again.

As you mentioned, when I worked in the House I also was a lead
committee staff on the House Y2K Task Force, and in that vain we
had an opportunity to work very closely with GAO and also former
Congressman Steve Horn as he developed grades for assessing the
agencies’ involvement and participation in Y2K activities. It has
since evolved into computer security, and I congratulate you for
your efforts in continuing that leadership that is so needed on
cyber security. Back then, we partnered with GAO.

As you talk about this partnership in progress to move forward
on cybersecurity, GAO again is proving to be an excellent partner;
and, also, under Karen’s guidance, OMB is as well. We see NIST
also playing a very important partnership role in that partnership
for progress.

I want to thank you for the opportunity to testify about the NIST
contributions that strengthen our information security in the Fed-
eral Government. I want to focus my remarks on the NIST efforts
to implement our assignments under FISMA and some of the chal-
lenges that we are facing and confronting.

FISMA’s enactment reinforced our longstanding statutory re-
sponsibilities for security research and for developing Federal infor-
mation standards and guidelines. With FISMA, Congress gave
NIST a vote of confidence about its abilities to work and further
this research, and we do appreciate that recognition.

NIST standards and guidelines form the basis of the Federal
Government’s ability to improve cybersecurity. Our security work
at NIST is being done out of our Information Technology Labora-
tory, which develops tests, metrics, as well as guidance for building
trust and confidence in IT systems that are now so pervasive in our
Nation’s economy.

Behind me is Susan Zevin, who is the leader of our Information
Technology Laboratory, and also Ed Roback, who is the head of the
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Computer Security Division at NIST. Those two and their team at
NIST helped build a trust of users of IT systems by concentrating
on techniques and tools to manage, to use and improve IT security
system. NIST’s success really relies on its status as an objective
third party working with private sector vendors, standards develop-
ment organizations, and consortia.

Mr. Chairman, I want to give you a status report on where NIST
is in terms of its FISMA responsibilities.

The general responsibilities that were assigned to NIST under
FISMA included developing IT standards, identifying information
security vulnerabilities, assessing private sector policies, assisting
the private sector as well, and also evaluating security policies.

FISMA also contained a number of specific assignments to NIST,
and they included the development of standards and guidelines,
recommended types of information systems, as well as minimum
information security requirements, an Incident Handling Guide-
line, and security performance indicators, as well as an annual re-
ports to the committee.

To summarize the progress that we have made since FISMA be-
came the law in December 17, 2002, significant progress has been
made on the specific assignments and many have been completed.
They include the FIPS Publication 199, which was completed in
January 2004; the NIST Special Publication 800-60, which is to be
completed this summer, and a draft is now available; the NIST SP
800-53 is also ready for completion in December 2005, and the
public draft is available; the NIST SP 800-55 to be completed in
July 2003; the NIST SP 800-59 to be completed in August 2003;
and also the NIST SP 800-61, which was just completed this past
January.

But, as Bob mentioned, we are concerned because Congress was
unable to meet the Presidential budget request for the NIST
Cybersecurity Division in the fiscal year 2004 appropriations and,
as a consequences, Mr. Chairman, although we continue to give
FISMA activities priority in our budgeting process, the guidelines,
the standards, and related research in the following areas may not
be able to be accommodated within our fiscal year 2004 funding
level and have to be scaled back.

They include guidelines on archiving and disposal of information,
checklists and guidelines, new security protocols, operating our
Computer Security Expert Assist Team, supporting the NIAP, min-
imum security recommended requirements, as well as some of our
implementation for IPv6.

At current levels of funding, we’ve also had to delay a number
of other activities which I will not list in total.

But, let me be clear, due to prioritization within the Computer
Security Division, none of the specific tasks that are assigned to us
under FISMA are affected. Rather, they’re proceeding as scheduled
as best we can within the timeframes allowed under legislation.
But we feel that NIST is so uniquely poised to do so much more,
and we are limited really only by our budget constraints.

Before Congress now is the President’s fiscal year 2005 budget
request that includes a proposed increase of $6 million for NIST to
address the key national needs in cybersecurity. With the proposed
increase of $6 million for 2005 with the current level funding——
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Mr. PurNaM. Did you say million or billion?

Mr. Wu. Million. We would love for it to be billion, but we also
understand the constraints on the Federal budget.

But coupled with the current $10 million that NIST has for its
efforts, we believe that NIST can work more effectively with indus-
try and government agencies to accelerate solutions to critical
cybersecurity issues.

Additionally, this would include costs that would allow us to
work together with the Homeland Security Department’s Science
and Technology Directorate, as well as the Information, Analysis
and Infrastructure Protection Directorate in the National Cyber Se-
curity Division.

We also would like to see if we can continue to provide other
agency reimbursable work and partner with other Federal agencies
so that we can have people tap into the NIST expertise and also
allow for other agencies to meet their FISMA responsibilities.

In conclusion, Mr. Chairman, the standards and guidelines pro-
duced by NIST are key to the Federal Government’s ability to im-
prove cybersecurity. NIST’s impact reaches far beyond just the Fed-
eral system, since the NIST guidelines are also used by State and
local governments as well as often adopted by the private sector,
domestically as well as internationally.

NIST takes its cybersecurity role very seriously and will work
with the committee to ensure that we are able to carry out our
mandate to work with industry, with academia and standard devel-
opment organizations to ensure the secure flow of vital and sen-
sitive information throughout our society. We applaud the commit-
tee for its leadership and also for detailing a specific leadership
role for NIST to play in supporting that effort.

In the FISMA activities those already accomplished as well as
those currently under way will lead to a more consistent risk-based
and cost-effective IT security at all Federal agencies. We look for-
ward to working very closely with you, OMB as well as GAO.

Thank you, Mr. Chairman.

Mr. PutNaM. Thank you very much.

[The prepared statement of Mr. Wu follows:]
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Thank you for this opportunity to testify today about the contributions of the National
Institute of Standards and Technology (NIST) to strengthen information security in the
Federal government. 1 would like to principally focus my remarks on our important
efforts to implement the assignments to NIST in the Federal Information Security
Management Act (FISMA) of 2002 and some of the challenges we confront.

The Context of NIST Information Security Work

FISMA reinforced our long-standing statutory responsibilities for conducting security
research and developing Federal information standards and guidelines. We thank the
Congress for this “vote of confidence” in our past work, with an expectation of
continuing successful achievements in the future.

Information security is one of the most critical issues facing industry and government.
The technological and scientific base that makes this country so strong is continually
improving its ability to compete globally through tremendous advances in the
capabilities of IT systems. As a nation, we are challenged to keep up with the growing
complexity of our new technologies and the increasing sophistication of those seeking
to maliciously interfere. Those “bad guys” continue to find new ways to breach our
systems. While we focus on current implementations, new technology developments in
IT systems and in other disciplines that increasingly rely on IT systems are coming on-
line at an accelerating pace.

NIST standards and guidelines form the basis of the Federal government’s ability to
improve cyber security. Our information security work at NIST is conducted in our
Information Technology Laboratory (ITL), which develops tests, metrics, and
guidance for building trust and confidence in the IT systems that are now pervasive in
the nation’s economy, its organizational, governmental, scientific and technological
infrastructure. NIST builds the trust of users of IT systems by concentrating on
techniques and tools to manage, use, and improve IT systems, from single-user
desktops, to highly complex multi-server, multi-node, wired and wireless systems that
manage trillions of dollars in daily financial transfers, control power generation and
distribution, and generate scientific and technological innovation.

NIST’s success relies on its status as an objective, neutral, third party, allowing it to
leverage its unique competencies to develop consensus solutions among private sector
vendors, standards development organizations, and consortia. Unique competencies in
smart cards, biometric devices and biometric analysis are applied to address the needs
for better identity, authentication, and credentialing and to thwart identity theft. Tools,
tests and metrics in software quality allow developers to “harden” code against “buggy”
software and to protect against creation of unintended vulnerabilities; models, protocols
and specifications for advanced networking technologies add resilience against
catastrophic failure and provide agility to create networks where infrastructure is
destroyed or does not exist. Our unique capabilities in theoretical mathematics,
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computational science and statistics enable other scientific disciplines to utilize IT
systems to explore and innovate at the edge of technological frontiers.

NIST continues to take strides toward securing the nation’s systems and information
through development of tools, tests, metrics, and guidance but much remains to be
done. FISMA and the Cyber Security Research and Development Act (CSRDA) of
2002 provide a roadmap for NIST to follow in performing this critical role. Today, I
will discuss NIST’s role in information security in the Federal government, one year
into the Federal Information Security Management Act. Specifically, I will address:
NIST responsibilities under FISMA;

Summary of Standards Required by FISMA;

Impact of Budget Restraints on NIST’s Responsibilities under FISMA;
Resources necessary for NIST to fulfill responsibility under FISMA;

Other Supporting FISMA-related Activities at NIST; and

Beyond our Current Plans and the FY 2005 Initiative.

® & & & o o

NIST Responsibilities under the Federal Information Security Management Act of 2002

General responsibilities assigned to NIST under FISMA include:

. Developing IT standards for Federal systems, specifically to include security
standards and guidelines;

. Conducting research to identify information security vulnerabilities and
developing techniques to provide cost-effective security;

. Assessing private-sector policies, practices, and commercially available
technologies;

Assisting the private sector, upon request; and
Evaluating security policies and practices developed for national security
systems to assess potential application for non-national security systems.

FISMA also contained a number of specific assignments to NIST, including
development of:

. Standards to be used by Federal agencies to categorize information and
information systems based on the objectives of providing appropriate levels of
information security according to a range of risk levels;

. Guidelines recommending the types of information and information systems to
be included in each category;
. Minimum information security requirements, such as management, operational,

and technical security controls, for information and information systems in each
such category;

. An Incident Handling Guideline and a Guideline to Identifying a System as a
National Security System;

. Security performance indicators; and

. An annual public report.



64

Summary of Standards Required by FISMA

I would like to summarize the progress that we’ve made since FISMA became law on
December 17, 2002. Significant progress has been made on these specific assignments
and many have been completed.

FIPS Publication 199, Standards for Security Categorization of Federal Information
and Information Systems (completed January 2004)

FISMA directed NIST to develop an information categorization standard for the
Federal sector to support inter-agency, intra-agency and third party information sharing
and ensure that consistent sensitivity (or impact) designations were applied. This is a
crucial first step in the overall risk management process in that these categorizations
influence an organization’s determination regarding what security controls should be
applied to protect the confidentiality, integrity and availability of the information. A
problem, which had been noted by OMB, was the inconsistent application of security
controls as information was shared across agency and third party boundaries. FIPS 199
provides a standard framework for government-wide use in information designation.

NIST Special Publication (SP) 800-60, Guide for Mapping Types of Information and
Information Systems to Security Categories (public draft now available; on track
for completion in Summer 2004)

The companion guidance for FIPS 199, this Special Publication recommends a process
by which agencies may categorize their systems and a methodology for effectively
applying the principles included in FIPS 199. It presents common categories of
information used by agencies and suggests default sensitivity or impact levels for these
common information types (financial, personnel, health, etc.). It also provides a
discussion and rationale for the generally recommended categorization for each
information type, while recognizing that variances from the proposed default may
sometimes be appropriate. Because of the numerous system interconnections and
extensive use of data aggregation today, this guide helps highlight for agencies how the
initial categorization can be influenced by special factors (factors such as mission and
direct impact on mission). Again, it presents a common base of rationale which can be
used government-wide to derive the impact of the loss of confidentiality, integrity and
availability. This will assist in minimizing disparate treatment of information as it
crosses organizational boundaries and a more cost-effective and consistent application
of security resources.

NIST SP 800-53, Recommended Security Controls for Federal Information Systems
(public draft available; on track for completion of FIPS 200 by December 2005)

This guidance document (which will form the basis for a future Federal standard, FIPS
200) defines security control baselines or minimum standards based on the impact
category (Low, Moderate and High) of the information system as determined by the
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agency, using FIPS 199 and NIST SP 800-60. It also provides guidance for tailoring the
baseline controls based on risk and cost-benefit assessments.

NIST SP 800-55, Security Metrics Guide for Information Technology Systems
(completed July 2003)

This guideline, developed under FISMA and at the specific request of OMB, provides
over twenty specific metrics that can be used by agencies to develop performance
indicators for their programs. This guideline is now being used by agencies in
developing their reporting under FISMA.

NIST SP 800-59, Guide for Identifying an Information System as a National
Security System (completed August 2003)

This guidance was developed in conjunction with the Department of Defense and
provides agencies criteria for identifying an information system as a national security
system.

NIST SP 800-61, Computer Security Incident Handling Guide (completed January
2004)

NIST Special Publication 800-61, Computer Security Incident Handling Guide, assists
organizations in mitigating the potential business impact of information security
incidents by providing practical gnidance on responding to a variety of incidents
effectively and efficiently. Specifically, this document discusses the following items:
1) establishing a computer security incident response capability, including policy,
procedure, and guideline creation; 2) selecting appropriate staff and building and
maintaining their skills; 3) emphasizing the importance of incident detection and
analysis throughout the organization; 4) maintaining situational awareness during large-
scale incidents; and 5) handling incidents from initial preparation through the post-
incident lessons learned phase, including specific advice on five common categories of
incidents.

Other NIST Guidelines Currently in Development in Support of FISMA include:

. NIST Special Publication 800-53A, Technigues and Procedures for Verifying
the Effectiveness of Security Controls in Information Systems (under
development, draft expected in Summer, 2004, delayed due to budget cuts)

. NIST SP 800-37, Guide for Security Certification and Accreditation of
Federal Information Systems (public draft now available; final draft expected
Summer 2004)

. NIST SP 800-63, Recommendation for Electronic Authentication (public draft
Jan 2003)

. NIST SP 800-64, Security Considerations in the Information System
Development Life Cycle (Oct 2003)
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. NIST SP 800-50, Building an Information Technology Security Awareness
and Training Program (October 2003)

. NIST SP 800-65, Integrating Security into the Capital Planning and

Investment Control Process (public draft expected by July 2004)

Guideline on Voice over Internet Protocol Security (public draft Fall 2004)

Guideline on Implementing IPSec (public draft Fall 2004)

Guideline on use of IEEE 802.11i (secure wireless), (public draft Fall 2004)

Guideline on Personal Digital Assistant Forensics (public draft Fall 2004)

Budgeting for NIST’s Responsibilities under FISMA

Although we continue to give FISMA activities priority in our budgeting process,
guidelines, standards, and related research in the following areas can not be
accommodated within our FY 2004 funding level and have been scaled back or
delayed:

. Guideline on archiving and disposal of information technology systems;
Checklists and guidelines for effective implementation of COTS products
(explicitly mandated by CSRDA);

. New security protocols for the core Internet, leaving a critical set of
vulnerabilities that cannot be secured;

Operating our Computer Security Expert Assist Team;

Support to the National Information Assurance Partnership (reduced);
Minimum-security recommended requirements for the most basic computer
systems used by small businesses and home users;

New investments in network security for wireless devices; and
Implementation and use of IPv6.

At the current level of funding, we have delayed the following items previously
included in our plans for FY 2005:

. Implementation guideline on use of minimum requirements for Federal systems
(800-53)

. Comprehensive guideline on FISMA and other security requirements in the
System Development Lifecycle

. Security program manager’s guideline to information security program
management

Guideline on use of card-based technologies for cybersecurity

Executive Guide to Cybersecurity

Security requirements for operating systems, firewalls, biometrics, and process
control systems

. Guideline for testing of operating systems, firewalls, and biometrics against the
requirements
. Guideline for retrofit of cryptographic security modules for SCADA
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. Guideline of conformance testing methods for security in process control
systems
. Comprehensive Standards for Random and Pseudo-Random Number

Generation to support strong cryptographic keys and strong algorithm
initialization vectors

Wireless Key Management for Secure Communications

Incremental specifications for automated architectural security development
Cybersecurity architectural guideline

Standard set of Applications Programming Interface (APls) for the
specification, composition, enabling and disabling of policies that are amenable
to uniform testing and could be applied to emerging technologies

Due to prioritization within the Computer Security Division, none of the specific tasks for
developing guidelines under FISMA are affected; rather they are proceeding on schedule
per the timeframes outlined in the Act.

Resources necessary for NIST to fulfill responsibility under FISMA

Now before the Congress is the President’s FY 2005 budget request that includes a
proposed increase of $6 million for NIST to address key national needs in cyber
security. With the proposed increase of $6 million to NIST’s current funding level of
approximately $10.0 million, NIST will be able to more effectively work with industry
and government agencies to accelerate solutions to critical cyber security issues. This
specifically includes working with the Department of Homeland Security through its
Science and Technology Directorate, as well as the Information Analysis and
Infrastructure Protection Directorate’s National Cyber Security Division to enhance
collaborative efforts begun in 2003. This proposed expansion of NIST’s current
program will allow for additional deliverables in FY 2005 and a critical start to long-
term work in key areas including:

Enhancing security, critical infrastructure application, and communication
protocols. Numerous protocols are being developed for special purpose security,
critical infrastructure and communications. The number of formal and ad hoc protocol
standards precludes the ability for security specialists to participate in each effort;
however, drawing upon the security, protocol, critical infrastructare, and vendor
community, security guidance could be developed to provide protocol designers with
advice and input into the design of secure protocols, hence enhancing security, critical
infrastructure application, and communication protocols. Automated web-based testing
for implementers of widely used protocols with security consequences could also be
developed and provided to help assure correct implementation.

Expand the NIST Cryptographic Toolkit to include limited power, small-sized
computing environments. Secure standard cryptographic mechanisms tailored for use
in embedded devices are not being developed. Without such standards, security in these
new technologies such as those associated with personal data assistants and
blackberries already is inadequate as designers adapt existing standards to “fit” the low
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processing power and bandwidth available on an ad hoc insecure basis. As
vulnerabilities are discovered, expensive patches must be applied and, since patching
never achieves the desired coverage, system security exposures remain. The answer is
to build products correctly from the start, but the available time window for action is
closing. The NIST cryptographic toolkit will eventually be expanded to accommodate
these limited power, small-sized computing environments. Guidance will also be
developed and promulgated on where the new standards are applicable. The next
generation of agile cryptographic security standards for process control, embedded
systems, and mobile applications also will be developed. The key for effective use of
these guidelines and standards throughout the community of developers is the timing of
their release.

Fix broken wireless security standards by identifying, prioritizing, and
accelerating approaches to securing wireless devices. Fixing insecure wireless
security standards by identifying, prioritizing, and accelerating approaches to securing
wireless communication protocols will speed the improvement of wireless security
standards and ensure that insecure "interim fixes" do not become entrenched. NIST will
participate in standards bodies activities to provide security expertise. Proof-of-concept
prototype(s) for new wireless security technologies will be developed by leveraging, to
the extent practicable, existing solutions (e.g., Public Key Infrastructure (PKI),
Certificate Management, etc.). Guidance on wireless security design, implementation,
and administration best practices will be written. Approaches to wireless security policy
expression and enforcement, mobile device user authentication, secure ad hoc
networking protocols, and intrusion detection in ad hoc networks will be developed.
This is a one-time critical opportunity to make significant security enhancements, and
speed is essential.

Metrics to understand, express, and improve our ability to build secure networks
and systems from individually understood components. Systems of growing
complexity tend to emphasize the challenge of building secure systems from secure
components. There is a need to develop metrics to understand, express, and improve
our ability to build secure networks and systems from individually understood
components. Taxonomies could be developed for security metrics associated with
assembling a networked computer system from components while ensuring it maintains
desired security properties. Additionally, advanced methods could be developed to
express security requirements for integrated systems, and metrics to enable rapid
testing. Metrics to facilitate integration of components with known security exposures
and risks are needed. Formal modeling of security properties in an architecture will be
investigated. This is a major, long-term research effort, which could be launched in FY
2005 with appropriate funding.

Advanced means to cost-effectively control access of individuals and automated
services to information and other automated services. Today’s cyber and physical
threats along with legislation such as the USA PATRIOT Act, HIPAA and various
national and foreign privacy laws have stressed the need to develop advanced means to
cost-effectively control access of individuals and antomated services to information and
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other automated services. This includes advanced access control meta models that will
be capable of flexible, cost-effective implementation of strong cybersecurity access
policies and standardized access policy definition frameworks (e.g., XML-based
vocabularies). These frameworks could then be mapped to different enforcement
mechanisms to develop a scalable, interoperable, enterprise-wide authorization-
management framework.

Test procedures and guidelines for retrofitted cryptographic modules for system
control and data acquisition (SCADA) systems. While last summer’s black-out
along the East Coast was attributed to an unfortunately and unlikely train of natural
events, it was a bold reminder of the delicate state of some portions of our critical
infrastructure and the need for significant upgrades to the IT supporting it. The
security of SCADA and building control systems could be enhanced. With requested
funding for FY 20035, test procedures and guidelines for retrofitted cryptographic
modules for SCADA systems will be developed and standards for SCADA and other
industrial control system security will be validated. Performance and conformance test
methods for process controls, protection profiles for process control systems, and
protocol standards for more secure communications for integrated building systems and
services controls will be developed under this program.

Guide on approved media sanitization and dispesal techniques. Approximately 5
billion gigabytes of information was created in 2002, equivalent to half a million
libraries the size of the Library of Congress, or about 800 megabytes per person per
year. There is a critical need for a guide on approved media sanitization and disposal
techniques, which address today’s new technologies such as mobile devices
(Blackberry, PDAs), removable media (compact flash, secure digital), and hybrid
devices (PDA/cellphones). As you may imagine, with the volume of digital information
being produced and its rate of growth we receive numerous requests for appropriate
disposal techniques. With requested funding increases, guidance in this area could be
ready for public comment in FY 2005.

Other Supporting FISMA-related Activities at NIST

Cryptographic Modules for Federal Government Use. The Cryptographic Module
Validation Program, operated in conjunction with the Government of Canada’s
Communication Security Establishment, has now validated over 750 modules. Our
statistics from the testing laboratories show that 48 percent of the modules brought in
for voluntary testing had security flaws that were corrected during testing. In other
words, without our program, the Federal government would have had only a 50/50
chance of buying correctly implemented cryptography. Federal agencies are required
to use validated modules in cryptographic applications. We expect that 200 or more
modules will be submitted for validation within the next year. We continue to expect
this program to grow, to include additional laboratory accreditations. Requested
increases will enable us to enhance and expand this program.
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Consensus-based recommended security requirements and corresponding testing
procedures. In recent years we have worked with industry to develop the “Common
Criteria” which can be used to specify security requirements. These requirements are
then used by private-sector laboratories, accredited by NIST, for the voluntary
evaluation of commercial products needed for the protection of government systems
and networks. This work is undertaken in cooperation with the Defense Department’s
National Security Agency in our National Information Assurance Partnership (NIAP).
There is a critical and continuing need to develop consensus based recommended
security requirements and corresponding testing procedures for commonly used
security and security-related technologies such as operating systems, routers, and
intrusion detection and prevention systems. The FY 2005 budget increase would
provide for the development of the most critical security requirements. These
requirements and procedures increase the security of IT products, bring consistency to
the testing process, reduce the need for government oversight during evaluations,
ultimately decrease the cost to industry for the validation of products and provides more
evaluated security products to both Federal users and the public in general.

National Information Assurance Partnership. You may be aware that the National
Strategy to Secure Cyberspace calls for a review of the NIAP. We have had staff
discussions with NSA, the NIAP laboratories, and vendors to identify ways we might
improve the process, through research, process changes, and to understand the
resources needed for NIAP to fully succeed. Additionally, we are participating on the
industry common criteria/NIAP task force, established at the December 2003
Department of Homeland Security National Cybersecurity Summit. The output of that
task force, which NIST co-chairs, is expected to issue its report shortly and may interest
this Committee, Requested increases are needed for the development of additional
security requirements and corresponding testing procedures, and to more generally
improve NIAP processes based on recommendations that come out of the NIAP review
process.

Beyond our Current Plans and the FY 2005 Initiative

In recognition of the constrained budget realities, we have focused on the most critical
items in our current program plan and the proposed FY 2005 budget. However, in
addition to the funding we receive from Congress each year, we do conduct
reimbursable work for other agencies. I thought it would be helpful to the Committee
to share some of the information security services that NIST could offer to other agency
SpOonsors.

National network of accredited organizations capable of providing cost effective,
quality security assessment services based on the NIST standards and guidelines.
By December 2005, NIST’s Recommended Security Controls for Federal Information
Systems will by law become Minimum Security Controls for Federal Information
Systems. This will form the basis for a risk-based certification and accreditation of
Federal information systems, giving agency report cards new meaning. Work must be
completed to create a national network of accredited organizations capable of providing
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cost effective, quality security assessment services based on the NIST standards and
guidelines. This will build more assurance in existing processes, build a higher degree
of consistency into certification processes and provide for a more cost-effective
approach to certification for which the resources expended for certification track with
the sensitivity of the particular system.,

Guideline on the effective integration of security into the Federal Enterprise
Architecture. Another area of major importance is the development of detailed
guidance on the effective integration of security into the Federal Enterprise
Architecture (FEA). Although the FEA framework is in place, an instructive guide
assisting agencies in correctly mapping current security standards and guidelines to
layers of the existing architecture is needed to ensure that the Enterprise Architectures
developed by agencies reflect and accommodate security components. The Federal
CIO Council has begun work in this area and NIST will continue to partner with the
Council on this effort.

Comprehensive security checklists and benchmarks. Both hardware and software
are typically shipped already configured for ultimate functionality and interoperability
and not for secure use. NIST could greatly assist the public and private sector by
delivering a series of guidance and supporting templates for decision-making on system
settings and configurations. Security checklists and benchmarks, i.e., recommended
security settings for specific commercial products such as firewalls, operating systems,
and database systems, could help organizations and individuals to help themselves
while still taking full advantage of emerging technologies and still reduce threats such
as identity theft, denial-of-service or other malicious attacks on information systems.
DHS has graciously been supporting some important NIST work in this regard and we
will be able to maintain a web-based portal and solicit checklists, and perhaps internally
produce one or two checklists in FY 2005 and each year thereafter. To be
comprehensive, checklists should exist for all IT products with security functionality
widely used in the Federal government, as is required under CSRDA.

Guidelines for users and system administrators to reduce spam. The reduction of
spam has become a high priority from offices to households across the country, NIST
recently completed a SPAM workshop on the current technologies and approaches to
minimizing the costs and related impacts of SPAM. Research in support of spam
filtering and guidance for users and system administrators to reduce spam could greatly
assist agencies in minimizing this ongoing problem. Perhaps more importantly, with
the growth of voice over IP, spammer techniques will be employable against two of an
organization’s access points to the outside world. Therefore work should also be done
to understand new security vulnerabilities introduced by spammer techniques used in
conjunction with this emerging technology and the viability of countermeasures.

Quality Code and Today’s On-going Virus and Vulnerability Wars. You are
probably familiar with the on-going daily virus wars that are currently raging, including
viruses propagated by e-mail. In the early 1990s, NIST conducted anti-virus work,
which was helpful to the establishment of today’s robust anti-virus industry. The anti-
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virus industry is to be commended for keeping up with the continuing onslaught of
viruses with timely updates to their virus definitions. In addition to viruses, with the
continuing discoveries of vulnerabilities in commercial software and need to patch
software, we are presently in a never-ending game of catch-up for users to stay up to
date with the latest viruses and latest patches provided by vendors. And we are losing
that catch-up game.

Of course, this is not a game but a serious security matter. Users do not keep their anti-
virus programs up-to-date and do not apply software patches in a timely manner — if at
all. When one steps back, it really highlights the need for the development of more
secure code — code that will be resistant to viruses and other attacks that exploit
vulnerabilities in software and hardware. We know how to build better code, but it is
time consuming and tedious. The national annual costs of an inadequate infrastructure
for software testing is estimated to range from $22.2 billion to $59.5 billion. We need
to develop better secure code building technologies and standards, to include tests that
vendors can run during development to produce high quality code and not impact their
time-to-market requirements. NIST is ideally positioned to be able to do such work to
help industry and thereby reduce the costs and security exposures for agencies and
other critical users in the nation.

Closing

The standards and guidelines produced by NIST are key to the Federal government’s
ability to improve cyber security. NIST’s impact reaches far beyond Federal systems.
NIST guidelines are frequently used by state and local governments as well as by the
private sector. In actively working with voluntary national and international standards
development organizations, NIST guidelines and standards in areas such as
cryptography and information security management are frequently adopted around the
globe.

NIST takes its role in cybersecurity seriously and will work with the Committee to
ensure that we are able to carry out our mandate to work with industry, academia, and
standards development organizations to assure the secure flow of vital and sensitive
information throughout our society. We applaud the Committee for its leadership and
defining a critical role for NIST to play in supporting that effort. The FISMA activities
— those already accomplished and currently underway —~ will lead to more consistent,
risk-based, and cost-effective IT security at Federal agencies. The opportunities
identified above would further strengthen Federal security.

These examples of our work and accomplishments demonstrate NIST’s commitment to
information security, across the government and the nation. They also demonstrate the
base upon which NIST hopes to enhance our efforts, in line with the President’s
FY2005 budget request. It is an absolutely critical national need.

1 am grateful to Chairman Putnam for holding this hearing, and for his support of
NIST’s critical role under FISMA.,

i1
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I will be pleased to answer your questions.
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Mr. PurNAM. Ms. Evans, in your 2003 FISMA report you say
that ensuring the security of most agency information and systems
is not the sole responsibility of the agency CIO. While I can under-
stand where you’re coming from, that everybody has a role to play
in their own piece of the agency or department, there’s an old say-
ing that everyone’s responsibility is no one’s responsibility. How do
you see increasing the awareness of all employees to their informa-
tion security responsibilities while still having some accountability
built into the system.

Ms. EvANS. I believe that there is accountability built into the
system. The way that is, is that FISMA’s very clear that it holds
the agency head responsible for the cybersecurity posture of the
agency. That agency head then manages what risk do I want to go
forward with, and there is a tiered approach into this where the
CIO manages from an enterprise prospective. So based on policies
and guidelines that come out from OMB and from Congress, the
CIO then manages across the enterprise or through the corpora-
tion, so to speak.

But then, as that then goes down, each then program officer—
or in this case the way that we refer to this is agency senior offi-
cials, because it could be staff office, it could be assistant secretary,
is responsible for ensuring their portion of that cybersecurity pos-
ture. The agency head determines what risk are they willing to live
with and then they move down through the structure to ensure
that the accountability is built into that.

So the point of the report is to say that, although the CIO puts
together the enterprise solutions, so to speak, and the policies and
the procedures, the CIO also then ensures that investments that
are occurring within those program offices will meet that risk pos-
ture that the Secretary wants to have as a whole.

So we believe it is clear, but we also need to articulate that it
is important that everybody has to do their portion of what is re-
sponsible here, from the very first employee when they come on
board, to being aware that maybe I shouldn’t put a disk into my
computer that I brought in from home, to the agency head, the Sec-
retary, who has to manage all of the assets.

Mr. PurNAM. What negative consequences have there been to the
agencies who received failing grades or even backslid in their
scores and things like that? What action has been taken to dem-
onstrate accountability?

Ms. EvANs. We have been working through a series of processes
that we have in place.

First off, there’s the President’s management agenda scorecard.
The E-Gov scorecard manages the progress of the agencies going
forward, and cybersecurity is a major portion of that. There is a
quarterly grade that we give to each agency which clearly holds
again the agency head responsible as well as going down through
the agencies because it recognizes within there everyone has to
play a part in the cybersecurity piece.

But also, additionally, through the budget process this year we
went forward, and cybersecurity is an important issue for this ad-
ministration, so we gave specific guides to the agencies through the
budget process of how we wanted to ensure that they were taking
and looking at what they needed to do to secure their assets. So
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they were given specific guidance through the budget guidance that
said you have to turn in a plan and that this plan is specifically
focused on certification and accreditation which really deals with
the business process and how you manage cybersecurity across
your enterprise.

They were given specific timeframes to turn those plans in to us
and the costs associated with making that happen so that we can
achieve the goals that we have set out for ourselves which we
didn’t achieve that we had laid out in the fiscal year 2004 budget.

So we are now in the process of looking at these plans and work-
ing with the budget side as well as the management side within
OMB and then each of the agencies to make those plans a reality
and to ensure that we go forward and we secure those systems.

Mr. PUTNAM. In reading your testimony, you indicate 12 agencies
have a remediation process verified by their IGs as meeting the
necessary criteria. Do you know the agencies who did not have a
remediation process? You are only batting 500.

Ms. Evans. Yes, I know. That’s not a very good grade. I can give
you the specific agencies. It’s in the report. But

Mr. PUTNAM. Are they the big boys? That’s really what I want
to know.

Ms. EvVANS. It’s a mixture of agencies. But the remediation proc-
ess is dealing with—that’s an IG verified—we have the IG verify
that process. That deals with that they have a process in place that
ensures that, as they go forward and they purchase new types of
things or that a new vulnerability comes up, that they have a proc-
ess in place that allows them to remediate that weakness. That in-
cludes things like configuration management and those type of
processes to go forward.

We gave 18 agencies additional guidance through the budget
process to deal with certification and accreditation so that gets to
the issue of ensuring that they really have identified what their
system inventory is and that they are going through and they have
a process in place that allows them to certify and accredit these
systems which really then gets the discipline in place for you to
really evaluate as you go forward.

Mr. PUTNAM. I'm looking back to my opening statement. Only
five agencies have completed reliable inventories. That’s correct,
right?

And we’ve been doing this for 4 years.

Ms. EvANs. Yes, sir.

Mr. PUTNAM. So you’re saying that your budget guidance lan-
guage tells them what they needed to do to get it right. But did
anything actually happen? I mean, if only five have done it, the
other 19 are saying, well, we're in pretty good company.

Ms. Evans. Are you asking what specific actions we have taken
since the budget guidance has been issued to the agencies?

Mr. PurNaM. I guess I'm asking if there’s been anything other
than guidance.

Ms. Evans. Oh, sure. As part of that guidance process and as we
go forward and as we’ve outlined previously, there are tools that
are available to us at OMB such as apportionment of funds.

The budget guidance is very clear. When a budget guidance goes
out and we tell the agencies you cannot spend new development
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dollars in this area because they have been categorized as new de-
velopment dollars, that’s just not saying you can’t spend it. It’s the
OMB budget accountants working with us, that there is a process
that we have in place with OMB that doesn’t allow those dollars
to be released to the agencies. So dollars are not moving out until
we have these plans and we feel comfortable that the agencies are
really looking at this.

To get to your issue about inventory, we really believe that it is
tied to the management of the portfolio as well as investments.

You really have to know what you have to be able to come for-
ward with a good business case to say, for example, I have a mod-
ernization plan, here is my architecture, here is my as-is architec-
ture, here is the to-be. Through our efforts on the architecture as
well as managing the portfolio and the business cases, this will
really make the agencies really have a good process in place, and
it really will identify the inventory so that we can say there are
so many servers, there’s so many of these, there’s so many of those,
this is the cost that it will take to upgrade that, and here’s the ben-
efit associated with that.

So we think through the combination of all these management
practices it will get to the heart of the issue of what do we own,
how are we going to secure it, how are we moving forward with a
modernization plan. We believe that the Federal enterprise archi-
tecture and the architecture efforts of the agencies really lend to
that and really are assisting the agencies to really put that dis-
cipline in place.

Mr. PUTNAM. So can you tell me how many dollars and how
many specific modernization or development requests have been
apportioned pending the successful completion of reliable inven-
tory?

Ms. EvaNs. Well, I have gone back, based on the previous hear-
ing; and if you haven’t gotten this answer I can give it to you now.
There is $9.97 billion associated with office automation, tele-
communications and infrastructure. That’s total. So that includes
development and steady State dollars.

We are working with each agency. I can take that back and find
out specifically if we can release that information to you, but we
have apportioned agencies. We really would like to work with the
agencies in a positive way to be able to move forward and not nec-
essarily single out one agency over the other.

I think it’s pretty obvious, based on your scorecard of going
through of what agencies we're really working with very closely, as
well as agency IG reports and the FISMA report itself. You can see
the variance in the system, and you can see how the statistics are,
that you know pretty much where the agencies we’re working with.

Mr. PurNAM. It just seems to me that the new dollars for up-
grades of systems and purchases of new systems and development
would just come to a screeching halt if you really had to be compli-
ant with FISMA before you got anything new.

Ms. Evans. Well, it would depend on what your plan is, also,
going forward. Some of the systems—and if you look at the tech-
nologies that are outlined in the GAO report that they’re releasing
today, some of those do require a certain technology solution there
which will require a purchase. But it may not necessarily be the
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same purchase that you were intending to do, for example, for a
business system upgrade.

You may then say, OK, I am the Assistant Secretary in charge
of this particular office. I have a huge program that really has a
risk that is being imposed over here on all the rest of the assets
within the department, and I'm the one who doesn’t have a good
plan in place. I have not certified and accredited my systems. I am
not the one—you know, I'm the one who is holding the department
back.

So then the CIO with their technical staff would talk with that
and work with that Assistant Secretary, but they would make
those decisions based on the priorities of where they want to be.

So if it’s a choice between upgrading a financial management
system, and we're saying this is what you have to do, they put a
plan in place in order to execute what we’re saying you have to do,
it’s to their advantage to do it in the most cost-effective way. Be-
cause if they really need that financial system upgraded, which I'm
just using as an example here, then they would do this in an expe-
ditious way so that they could still use those development dollars.

Mr. PurNam. Well, I think that you’re making progress generally
across the board. You've got an 80 percent goal to integrate secu-
rity and new investments, and you’re up to 78 percent. That’s pret-
ty good stuff. That’s kind of hard to argue with.

But it’s also hard to get around the fact that only five agencies
know what they own. Everybody’s held accountable for their inven-
tory. Even in a little old congressional office, you cannot get rid of
a VCR that’s 12 years old without taking it off your inventory and
all this stuff.

It just seems like it’s a very, very basic thing that these agencies
ought to be able to get their arms around and then be able to say,
well, we have 15 systems or 15 desktops that are unaccounted for
and they’re, on average, 13 years old. So they probably got thrown
out a long time ago. It is probably a safe bet that they are unac-
countable because they were thrown out.

If it’s a secured computer at the Department of Energy, it might
be a different issue. But just knowing what you have seems to me
to be the basic criteria before you do any of the other stuff. You
can’t secure what you don’t know you have. You can’t certify or ac-
credit what you don’t know you have.

It just seems like, above and beyond the scorecard and the
grades and the F’s and the A’s and all that, the fact that only five
agencies really know what they own is very troubling.

Ms. Evans. I would say that I agree with you, sir, and that we'’re
going to continue to work with the agencies. We believe that some
of the programs that we've moved forward on, things such as
Smart Buy and those types of initiatives, through several of these
processes will get the agencies really focused on asset management,
software management, inventory control, those types of things.

Technology continues to evolve; and many times if we make it
very onerous that work can’t get done, people have a tendency to
bypass that security as well. There’s a lot of technologies out there
that make use of wireless technologies that they can put their own
network in case—because the CIO becomes so oppressive that they
cannot get their work done. So it is a balance of being able to go
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forward and have good security but also, as you said, to have good
inventory control and have good business processes in place so that
we're totally accountable for our dollars.

Mr. PUTNAM. You said in your testimony as well that it is impor-
tant that FISMA reporting instructions mature. What do you mean
by that?

Ms. Evans. Well, pretty much you've hit the issue on the head.
It is that we’re going through the process right now where we have
metrics, where the agencies are self-recording. So when we say we
have a goal of 80 percent of the systems being certified and accred-
ited and then we have a percentage of 62 percent of those systems
being certified and accredited, it’s really what is the validity of that
number. Because the basic premise of the inventory is faulted. But
we also believe that, because of the reporting that we have and the
oversight and this is 3 years going into the 4th year, that we can
now, because the baseline is there, really start dealing with more
mature aspects like the quality of certification and accreditation.
What can we do to help the agencies to get good inventory control
and process so that we can then say, what is a system, and have
a clearer definition of what is a system so that when I put an in-
ventory control process in place I can give you a clear answer and
then you can compare for sure agency to agency, system to system,
inventory to inventory.

Mr. PurNAM. So you don’t necessarily recommend legislative
changes to the FISMA reporting requirements?

Ms. EvAns. I would say at this particular point based on what
we have, no, sir.

Mr. PurNAM. You also say that the independent evaluations by
the IGs are indispensable, and I would agree with that.

What do we do about the IGs who don’t report, which is some-
thing that we found here, or those who reported late, some of them
almost 3 months late? And the situation where IGs are comment-
ing or evaluating on an entirely different subsection than what the
agency is reporting on? Is that something that is problematic for
OMB? It was problematic for us in preparing our scores.

Ms. EvaNns. We are working with the IGs. There is an IG Council
similar to the CIO Council of which my boss Clay Johnson also is
the chair of. We have started meetings with the IG to actually deal
with a lot of those types of issues about resolving what are the dif-
ferences in the interpretations of the way that certain things are
written in there so that when you get a report again how an IG
is evaluating, it would be consistent, and it gets back to the same
issues of their interpretation of the metrics and the agency’s inter-
pretation of the reporting as well.

Those meetings have begun. We are working to get their input
into this process so that when we issue the FISMA guidance for
this year, we hope to bring clarity to those issues so that things
will be more level, so to speak, between the IGs.

Mr. PutNaM. That would be very helpful.

Mr. Dacey, what are your thoughts on that discrepancy between
the IG reports and the agency reports? Has the GAO made any rec-
ommendations on how we can improve the audit process?

Mr. DACEY. There are a couple of things that I think need to be
considered moving forward; and I would agree, too, that the meas-
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ures need to—I'm not saying the measures that are here but addi-
tional information perhaps is a better way to describe it. It may be
helpful to interpret the progress of agencies and information secu-
rity.

When FISMA was set up, I think an important part of that was
to have the IGs be an integral part of the process for a couple of
reasons.

First of all, I think they provide a valuable independent check on
the security of the systems. In other words, if we're looking at a
system as we do, GAO, when we look at systems, we may identify
vulnerabilities. The first question we ask is, well, have these been
picked up by the agency’s CNA process, if there was a CNA done.
Had they been picked up in the plans of actions and milestones and
things of that nature? If we find that they haven’t, then we know
something is broken and something isn’t working right. It’s kind of
definitive proof that at the end of the day process was or wasn’t
working. So I think that’s an important role.

The role that I think needs to evolve, though, is to get the IGs
more involved in looking at the processes by which the agencies de-
velop these numbers and the way they report them. I think if they
do that and there is a process that is relatively reliable in bringing
those numbers forward—and I focus on that, too, because often-
times the numbers aren’t available until the very end, so auditing
the numbers themselves may be a challenge. So I think the IGs can
look at the process and match that up again when theyre doing
their audits. If they are auditing a system and it hasn’t been
CNA’d properly but yet the agency is counting it in their CNA
tally, then that is a problem.

So I think you need to work to keep that going, but again kind
of increase the IG’s roll to look at the processes and match that up
ag:éinst what they’re finding in the individual systems that they do
audit.

Mr. PurNAM. Ms. Evans, there is an article in today’s Washing-
ton Post where a Federal judge has ordered the Interior Depart-
ment to shut down most employees’ Internet access and some of
the public Web sites, “after concluding that the agency has failed
to fix computer security problems that threaten millions of dollars
owed to Native Americans.”

I understand that this is an ongoing issue, but if you would like
to comment on it, I would like to give you that opportunity.

Ms. Evans. Well, my only comment would be—is that Interior,
just like any other department, is that we continue to work with
them to assist them in addressing what their cyber security issues
are through our processes like the President’s management agenda,
the scorecard, as well as the budget process that we just recently
talked about in that guidance.

Mr. PutnaM. What did Interior get? What was their score, their
grade?

Ms. EVANS. An F.

Mr. PUTNAM. Is there any other department that—I mean, when
we talk about computer security, sometimes we get off in the
weeds, and it almost becomes this academic discussion. I mean, I
have never heard of a judge ordering somebody to disconnect from
the Web. Has that ever happened before?
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Mr. Dacey.

Mr. DACEY. This is actually the third time for Interior, I believe,
that an order has been issued by the court to stop. That’s the only
one with which I'm familiar at a Federal agency where there has
actually been a court involvement in the process.

Mr. PuTNAM. So it’s so bad that three times the judge has or-
dered them to disconnect?

Mr. DACEY. Well, not speaking to the individual case, but there
is a legal case in dispute, and the judge, in ruling on that, in pro-
tecting the reliability of certain data that related to the Indian Af-
fairs that they are concerned about people being able to get in. In
fact, I believe at the first go around, when they were removed, the
court had hired an ethical hacking group to participate, and they,
in fact, had broken into their systems. And I believe it was re-
ported that they created fictitious accounts in the Indian Affairs
systems. And that became the concern, that you needed to protect
access from outside into this data and this financial information re-
lated to that.

I would note that Interior, though, even on the measures that
are on OMB’s scorecard, pretty much consistently, except for one
area, was below the average of other Federal agencies and, as you
said, got an F in their grade. So there is a challenge there, I think,
in their information security.

Mr. PurNaMm. I would say so.

Mr. Dacey, you mentioned in your report, the CIO’s don’t control
mission systems. And I believe I read in Ms. Evans’ testimony that,
in fact, 65 percent of IT is mission-related activities. I thought
FISMA put CIOs in the position of responsibility for all agency sys-
tems. Could you clarify that?

Mr. DACEY. I guess—I think our reference was actually to what
OMB had said, so I will let Ms. Evans take care of that. But at
the same time, I think it is important to note that—and I don’t
have an exact count, but one of the challenges is also making sure
that authority goes with that responsibility. I know an increasing
number of agencies has clearly given their CIOs the authority to
enforce security standards throughout the agency. I don’t have
numbers, but I do believe that some do not have that authority.
And in fact, I know when we have been doing some of these audits,
we found that, in fact, the CIO at the agency level didn’t always
have control over what the individual bureaus did which could en-
danger security of the entire agency if not properly controlled. So
I think that is one aspect. But, again, Ms. Evans might want to
talk more about the specific numbers.

Ms. Evans. You want to understand how it works?

Mr. PuTNAM. Are CIOs responsible for the mission-related activi-
ties or not?

Ms. EvANsS. They are responsible from a strategic standpoint and
from a corporate standpoint, which means that when an agency is
divided off or a department is divided off and you have the offices
within it, you get the guidance from headquarters, so to speak. And
so the CIO is responsible for formulating what is that overall guid-
ance, what is that policy, to ensure the cyber security going for-
ward for that department.
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When the program office—and in this case, we are talking agen-
cy senior officials—when they send their investment plans forward
and they have an operational aspect of what they are doing within
their program offices, they have to adhere to those policies and
guidelines. And then the CIO, if they have an operational aspect,
can ensure that they are conforming to those policies.

Sometimes some CIOs only have a policy aspect. If they have the
policy aspect, then they are involved through the budget process to
ensure all of these other things that we are talking about—that the
investment has adequate cyber security based into its life cycle,
that they do have plans that are in place that continue to measure
what is going on within their program offices. So they do it from
a corporate perspective.

If they have an operational perspective, that is an additional au-
thority suit because, normally, what they do is they control infra-
structure as well as telecommunications, all of those types of
things. So they control the big network. So they can put policies in
place that say, if you don’t meet this certain threshold of security
or if you are not certified and accredited, you cannot hook up to de-
partmental resources. And that’s usually where most program of-
fices need to go in order to be able to go out to get onto the Internet
to be able to reach, you know, big financial management types of
systems, HR systems. And so CIOs do have the authority to be able
to do that if they manage the corporate assets.

Mr. PurNaM. Have you had an opportunity to read the GAO re-
port that they released today, Ms. Evans?

Ms. EvaNns. Well, we were glancing at it today.

Mr. PurNaM. The breakdown of all the different information se-
curity measures and their taxonomic chart is pretty darned good.
You came from Energy and from Justice as a CIO, you understand
the challenges both from your current level and from the agency
level perspective. And we are going to photocopy the key portions
of that GAO report. We have to take the blue binder. Because of
the blue binder, nobody is going to read it. But we have to really
kind of break it down into the easy-to-understand key charts that
Mr. Dacey put together.

If you were going to send it to somebody in the agency to bring
about change, who would you send it to, because CIOs already
know that stuff? I mean, they could have written it. I mean, when
you are talking about kind of an easy-to-use, easy-to-read user’s
guide, who would you send it to really have an impact on behavior
and understanding of what we are talking about in making sys-
tems more secure?

Ms. EvANS. In this particular case, if I put it in easy-to-read key
charts off of here, we work—the initiative owners through the
President’s management agenda work very closely with the Presi-
dent’s Management Council. So I would send it out through the
President’s Management Council and say, here is a guide of—here
is what you need to look at as technologies are coming up. Because
the CIO advises that person as the chief operating officer of the
agency, most times it is the deputy secretary of the department
that participates in the President’s Management Council.

Mr. PUTNAM. And that’s the person who also makes the decisions
about what budget requests to send to you, about whether we are
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going to buy this system or that system and we are going to have
a firewall or a VPN or who gets

Ms. EvANs. They review—deputy secretaries review the budget
as they come up. Most agencies have hearings in the summer
based on the guidance that goes out. And the key offices, just like
a CIO, have input into how a program office is put together, how
the budget is put together, recommendations. And so if there are
issues—say, for example, based on my days at Energy, if there
were issues with a specific program office who we felt really wasn’t
pulling their weight as far as cyber security was concerned, when
these reviews occur, the deputy secretary would get key questions
to ask that assistant secretary during their review.

You know, one question could be, how well are you working with
your CIO? You know, do you have everything in place? Are you en-
suring that cyber security is being adequately addressed within
your program office?

And so something like this, if it was dealing with investment de-
cisions and these would be key points, those would be like key
questions that you would ask them so that they could ask to ensure
that their portfolio, when it comes forward, meets those criteria.

Mr. PurNAM. Thank you.

Mr. Wu, FISMA made NIST responsible for issuing a fair
amount of guidance, guidance that is essential to the security of
the information systems in the Federal Government. Could you
comment on—and you did somewhat in your opening statement—
could you elaborate on the resources that are necessary to provide
that guidance?

Mr. Wu. Well, certainly at the Department of Commerce and also
at NIST, there is an understanding of the importance of NIST’s
role in implementing FISMA in how general standards are devel-
oped and created, and the key role this plays as the linchpin, the
first domino, in a sense, for FISMA to be implemented very effec-
tively. And so there is a priority placed within the Computer Secu-
rity Division and within our Information Technology Laboratory to
make sure that we meet all of the mandates and requirements of
FISMA.

The challenges I alluded to in my testimony and Bob referenced
in his is that, at least for this fiscal year, NIST did not receive the
President’s budget request for 2004; Congress was unable to pro-
vide that. And as a consequence, there is a fear that we may not
be able to move forward in some of the research that would be re-
quired for some of the more emerging technologies.

For example, as we focused on a very real and immediate near-
term need for guidance under FISMA, we are not keeping up with
the rapid advances and technologies like RFIDs, the Radio Fre-
quency Identification Devices, which is a very key component to
some of these emerging technologies for communications that, un-
fortunately, under our funding situation, we may not be able to put
resources in there for—certainly for 2004. We have to delay it for
2005 depending on how the congressional appropriations may look.

So there is a fear and a concern within the laboratory within the
Department that we may not be able to be as aggressive as we’'d
like to be in our efforts and research. But in terms of meeting the
FISMA responsibilities, NIST is committed to doing that.
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Mr. PUTNAM. And the guide that you are creating for FISMA, I
would imagine, would be pretty helpful guidance outside the gov-
ernment as well. Does NIST have an ability or a system to allow
people to download that guide or to have access to that guide, to
request it so that there can be a wider distribution?

Mr. Wu. Well, information dissemination is critical to make sure
that the work that NIST does is brought out to the Federal agen-
cies as well as to the private sector. But it does have a cost as well.
We hope to work very closely with OMB as well as with NTIS,
which 1s also part of the Department of Commerce, for information
dissemination so that we can have the information placed in as
many hands as possible. And also NIST will, of course, make it
available on its Web site.

Mr. Purnam. FISMA also requires agencies to develop policies
governing configuration, so if someone sets up a server, they know
what security controls they have to set, and NIST has developed
that guide as well. What is the status of that?

Mr. Wu. The status of—I believe—I'm not quite sure which—if
you are referring to a specific publication or a specific—or a publi-
cation number. But we can certainly provide that for you.

Mr. PurNAM. Thank you.

Mr. Wu. But as I said, right now, NIST has met its timeliness
requirements for its publications, and we look forward to complet-
ing those if—either in right now or available in public draft or
available in terms of a full report.

Mr. PurNAM. Ms. Evans, is there, for lack of a better term, a
rapid-response team of professionals who can move into a situation
like this Department of the Interior issue and work to resolve it on
an emergency-type basis? I mean, recognizing, in addition to just
being terribly embarrassing, it has cost people money and de-
frauded the Government and everything else. The fact that it has
happened three times is—what is OMB’s role in a situation like
that?

Ms. Evans. Well, each agency is responsible for having a com-
puter-assistance-type team, incident-response team. However,
through the new work that is going on now over at DHS—my office
works very closely with DHS, especially in the area of implementa-
tion of the National Cyber Security Strategy. And so with working
with the particular office over there under IAIP and working with
those groups, there are several resources that they put in place
that work very closely in conjunction with the CIO counsel. So in
a particular situation like this, we could make recommendations as
well as DHS could make recommendations of getting specific assist-
ance through the resources that are available at DHS.

Mr. Wu. Mr. Chairman, if I may, I was just handed some infor-
mation. As Ms. Evans mentioned about DHS, we have also been
working with DHS. And in regard to your question about the com-
prehensive security checklist and benchmarks, DHS has been
partnering with NIST in this regard, and we will be able to main-
tain a Web-based portal on this listed checklist. And we hope to
have that available in fiscal year 2005, in the years after as well.

Mr. PUTNAM. Very good.

Mr. Dacey, would you comment on the 2003 FISMA reports, the
areas that strike you as being the most important improvements,
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the most important deficiencies and your evaluation of the progress
overall?

Mr. DACEY. Well, I think in my oral statement I raised some of
the concerns. I know there has been progress. We have seen evi-
dence of that through increases in the measures. But we have also
seen that through looking at the whole series of audits that have
taken place, both in respect to financial audits and other audits
that the IGs have performed and GAOs performed. So there are
improvements. I would characterize them as kind of heightened
awareness as well or continued heightened awareness by agencies
for a couple of reasons: A, they know we are not going away. This
is an annual event, in fact now quarterly, reporting to OMB. So I
think that is an important issue.

So there is a recognition that things are going to be watched.
And, of course, the involvement of this committee is an important
element in that as well.

In terms of the areas that are the concerns, I guess, or some of
the areas of concern would be trying to make sure that some of
these percentages keep increasing. And the pace of that is a good
question. And how fast they can increase, I can’t tell you. But cer-
tainly they have been improving over years. But the areas that are
of concern most in my mind would be the certification and accredi-
tation and the control testing, because that’s where you are going
to identify whether there are additional weaknesses and
vulnerabilities in your system. If that is done correctly is, I would
say, most important and certainly key, because that may unveil ad-
ditional weaknesses that need to be addressed that haven’t been
identified yet.

In terms of the contingency planning, I have spoken about that
in my statement as well. That is a critical area. And we have,
again, less than half of the agencies with tested plans. And NASA,
actually, has quite a bit of success in their reporting of that meas-
ure. If you exclude NASA, I think it is around 38 percent/40 per-
cent of agencies that have tested plans, the rest of the Federal Gov-
ernment. So I think that is an important area because I think as
we have increased exposures to viruses, worms and other kinds of
malicious attacks, you really need a contingency plan in place, be-
cause I'm not sure you can anticipate everything that might hap-
pen to your system, particularly when we are getting to a time
when it is conceivable that attacks could be launched before
vulnerabilities are notified and identified in the public and patches
are even made available. And that is definitely a trend.

So I think that is another area of importance. Some of the agen-
cies are literally, I think, at zero percent on their contingency plan
testing—and some very low. So I think those are some areas that
kind of jump out in my mind when I look at the FISMA reports.

Again, in the progress area, I think it is important to keep hav-
ing OMB managing and monitoring the process, Congress involved,
the IG’s involved. There are a lot of players.

I think the other key area would be to have the agencies make
sure they have the processes in place to manage this on an ongoing
basis. Two or 3 years ago, I'm not sure anybody really had a whole
lot of processes in place. When we had the first GISRA reports, it
was extremely ad hoc reporting that was coming into the agencies,
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and they were putting it all together—and Karen can speak to that
and how it was at Energy. But it wasn’t a pretty process.

And as time has gone on, some of the agencies have developed
more routine processes to get that information, to manage it day
to day, not just for FISMA reporting purposes or for GISRA but ac-
tually to use it from a management standpoint. I think that is
going to be a critical role in changing this whole dynamic and mov-
ing to a more sustainable progress that goes forward.

Mr. PutNaM. That has been one of the complaints, is that agen-
cies and their CIOs, in preparing their reports, they are really only
trying to just meet the requirements of FISMA, and they are not
actually improving the overall information security.

And I suppose that gets to your earlier point, Ms. Evans, about
the next level is making more meaningful, more mature, as you put
it, requirements.

Ms. Evans. Right.

Mr. PurNAM. Did you want to add anything in terms of your
evaluation of the scores and progress, deficiencies, thoughts?

Ms. Evans. Well, again, I would just like to say that we are mak-
ing progress. I mean, we couldn’t even give you—even though we
don’t have a real good solid way of doing the inventory, we couldn’t
even give you these numbers previously. I mean, we couldn’t
even—we would be debating on what is a system and how to move
forward. So I think the government has made huge progress.

And although we are looking at these reports, I think you can
also demonstrate, based on the results, that the Government is
moving forward. And that is our ability to repel attacks as they are
coming about and to deal with services as viruses are occurring.

Two or 3 years ago, when you looked at what we were doing
when Corea came out of Melissa, many of the agency systems went
down, and they were offline. And that’s why they had to have con-
tingency plans and everything else. But now, with the viruses that
appear to be coming out, sometimes hourly, the agencies are being
able to sustain business and being able to go forward because these
processes are in place. They are looking at things. They may not
be the best. There is a lot more that we can do, but we have made
progress.

Mr. PUTNAM. Am I overemphasizing this inventory issue? I
mean, in terms of the big scheme of things and government infor-
mation security, am I too hung up on that? I mean, in terms of the
priorities, the problems that are out there?

Mr. DACEY. I don’t think you are too hung up on it. I think
there’s several reasons. First of all—I mean, not just because it can
affect some of the measures, because denominators are going to
change dramatically, particularly when DOD’s numbers come into
play, it will change dramatically.

But the issue is how to manage the systems. I think there are
a lot of cascading effects. I know when we started looking at some
of the patch management practices, one of the challenges in doing
that was even identifying the systems they had so they can figure
out, well, does this patch apply to me?

A lot of agencies defaulted to system administrators individually
having to try to deal with that. And I know we had the issue with
PADC and tried to put out something at a Federal level to help
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agencies at least notify them. But the lack of a real complete inven-
tory was a challenge, because we had several agencies that said we
want PADC for every system administrator because, otherwise, we
don’t know collectively at the top what all our systems are, and you
are going to have to deal directly with them.

It also affects configuration management. I don’t know how you
manage your configuration if you don’t know what all your pieces
are.

So there is a lot of additional cost and cascading effects. So, no,
I don’t think it is a light issue; I think it is a serious issue, again,
mainly because it relates to these other areas that really can’t be
performed well or efficiently without it.

Mr. PUTNAM. There are a lot of F's. How much difference is there
within the F category? Are there some that are on their way out
of the F category? I mean, are all the Fs grouped together, or are
there some that are just off-the-chart bad, like Interior? I mean,
three judges’ orders to shut down the Internet is pretty—I would
think would be about as bad as it gets. But maybe it really is
worse. I don’t know. I'm scared to know the answer.

Mr. DACEY. One thing that we also tried to look at in our analy-
sis of the information was across the seven performance measures
that are detailed in OMB’s reports is, how are agencies doing rel-
ative to the average for those measures? In other words, how are
they doing? And we found there were—let’s see—seven agencies
that were below in all seven measures, or at least one measure, or
maybe one measure was above and six below. So there are some
agencies where there is a pretty consistent below average score
across those measures, and I think that carries into some of the
other things that were considered in your grades as well.

At the same time, there are people at the top level, too, that are
consistently—we have, let’s see, eight agencies that are above aver-
age in all categories or all but one.

So you have a lot of players at both ends, and then you have a
whole bunch of agencies in the middle. So I think it is a mixed
story. And even within some agencies, they might have several
above and several below. So it is not an even kind of process in
bringing them up necessarily.

Mr. PurNAM. How many—in that lower category, how many
below average ratings did the Department of Defense have?

Mr. DACEY. The Department of Defense actually, based on the in-
formation I have, was—exceeded the average in five of the seven
categories.

Mr. PurNAM. But still received an F?

Mr. DACEY. Yes. There was a general correlation between the
seven measures against the average and the grades. There are a
few anomalies, because the grades the subcommittee gave included
a consideration of a variety of other FISMA indicators that weren’t
part of these seven factors. So there are some. But in general, they
tended to be in the same relative range.

Mr. PutNAM. And DOD was allowed to report on a subsection of
their systems. Correct?

Mr. DACEY. That is correct.

Mr. PurNaM. Is any other agency given that consideration?
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Mr. DACEY. Other than the stipulation that a lot of agencies
don’t have complete inventories, which is obviously a problem.

Mr. PurNaM. All but five are reporting on a portion of their sys-
tems.

Mr. DACEY. They are the only agency who has reported or ac-
knowledged that they are only reporting on a subset of their whole
systems. I think they have 3,000 or 4,000 systems in total.

Mr. PUTNAM. And next year, they will be required to report on
all.

Mr. DACEY. I will defer to Ms. Evans. That’'s what was in their
report.

Ms. EvANs. Right. And on the scorecard, going forward on the
scorecard, which we are referring back to, they are required, in
order to be able to move, if they want to move to green, just like
all agencies, they are required to report on all. And we are holding
to that criteria.

Mr. PurNAM. But, I mean, other than not being a green in the
President’s management report.

Ms. Evans. Well, you have to look at this. This is still a manage-
ment issue. These are very highly competitive folks. And this gets
back into, you know, when the scorecard gets published, and it is
just like this scorecard here, I mean, nobody wants to be an F. And
so you are either going to rationalize why you are doing badly, or
you (?re just going to improve your processes overall and move for-
ward.

The whole purpose of the President’s management agenda is to
achieve results, and the President is very committed to that, and
this administration is very committed to that. This is a piece of
that agenda. And so we are committed to achieving the results, and
the results are to ensure that we have a good cyber security pos-
ture going forward. So that is how we intend to hold the agencies
accountable.

Mr. Wu. Mr. Chairman.

Mr. PuTNAM. I hope you are right.

Mr. Wu. At the Department of Commerce, we, as Ms. Evans has
indicated, are striving to try to reach green. And it is a competitive
process. Secretary Evans has made that a priority, and I suspect
all the other secretaries have as well. We haven’t quite reached it
yet, but we are making strides, and we do want to do that. And
so there is a commitment to do that, and we are following the guid-
ance of OMB and Ms. Evans.

Mr. PurNam. Well, I hope NIST got a good score.

Mr. Wu. Well, NIST is part of the Department of Commerce.

Mr. PurNAM. What did Commerce get? I don’t have it in front of
me. A gentleman’s C?

Mr. Wu. No, I think we did well. I will have to talk to our In-
spector General.

Mr. PurNAM. You got a C.

l\/ﬁrd Wu. I will speak to Johnny Frazier and see how much better
we did.

Mr. PutNaMm. C for Commerce.

All right. Any other comments from our first panel before we
move into the second half of this hearing? I want to thank all of
you for your participation and your ongoing efforts to improve this.
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It is a long, hard struggle, and I know most of you have been in
it for a whole lot longer than I have. And I tip my hat to you, and
I wish you the best as we continue to move forward. And we cer-
tainly offer the resources and the abilities of this subcommittee to
help you help them do a better job. Thank you very much.

And we will stand in recess for a couple of minutes until we can
set up the second panel.

[Recess.]

Mr. PurNAM. The subcommittee will reconvene. We have seated
panel two. As is the custom with this subcommittee and the full
committee, I would ask the witnesses and anyone accompanying
them who will be providing information to please rise and raise
your right hands.

[Witnesses sworn.]

Mr. PurNAM. Let the record note that all four witnesses re-
sponded in the affirmative.

We have had a request from the NRC to use a photographer.
Since they are one of only two who got an A, they can have what-
ever they want. So come get a picture of this big smile.

We will begin our testimony. The first witness is Paul Corts.
Paul R. Corts was sworn in as Assistant Attorney General for Ad-
ministration in November 2002. Prior to entering government serv-
ice, he served as president of Palm Beach Atlantic University for
11.5 years. He also served as president of Wingate University in
North Carolina and has held administrative and teaching positions
at Oklahoma Baptist University and Western Kentucky University.
As Assistant Attorney General for Administration, Dr. Corts over-
sees the Department’s Justice Management Division and is the
chief financial officer.

Welcome to the subcommittee. You are recognized for 5 minutes.

STATEMENT OF PAUL CORTS, ASSISTANT ATTORNEY
GENERAL FOR ADMINISTRATION, DEPARTMENT OF JUSTICE

Mr. CorTs. Mr. Chairman, I appreciate the opportunity to ap-
pear before you today to discuss the Department’s efforts in the
areas of information technology security and the actions underway
within the Department to institutionalize the daily management of
security risks and to implement the requirements of FISMA. And
I want to commend you and the committee for your past and cur-
rent efforts to shine the spotlight on Federal agencies’ security per-
formance.

I certainly want to emphasize that the Department of Justice
embraces the importance of IT security. Our senior management is
committed to protecting the Department’s IT assets from attacks
and vulnerabilities, and we have clearly identified responsibility for
IT security with the CIO.

IT is key to the Department’s success in meeting our strategic
goals. We place a very high value on the availability and integrity
of the information in our systems, along with confidentiality and
privacy concerns. And the nature of our work in Justice requires
a highly robust security for IT.

As reported in the OMB Security Act Report for 2003, we re-
ported 243 IT systems, 24 programs, 35 contractor operations and
facilities. All of our programs and 206 systems were reviewed in ac-
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cordance with FISMA guidance provided by OMB and NIST. The
Department incorporates IT security requirements in all of our con-
tracts, and we perform security reviews on half of the contract op-
erations and facilities during the fiscal year. In addition, over 90
percent of our IT systems have been assessed for risks, and over
80 percent have been fully certified and accredited to date.

In the past, the Department operated in an extremely decentral-
ized fashion, and that really contributed to IT and the computing
environment being highly fragmented. This is a major concern with
our inspector general during the past years, and since we joined
the Department, it is a concern that the CIO and I share. Further-
more, we are fully aware of your concerns with our progress in in-
formation security, and we take these very seriously as well.

Since I arrived at Justice 16 months ago, the Department has
taken a number of actions that not only reflect the commitment of
senior management to correcting past deficiencies but also to estab-
lish a solid foundation for sustained future progress. And many of
the IG’s recommendations have been accomplished, or initiatives
are underway that will provide for improved performance in the
coming year.

Through the AG’s leadership and vision, I think we have come
a long way toward a more centrally coordinated department, and
this has made a lot of progress and a very positive impact on our
IT efforts.

Specifically, we have clarified our CIO position in terms of the
Clinger-Cohen Act responsibilities, we have implemented a Web-
based security awareness training tool. We have trained 77 percent
of our employees so far on that with a goal of 95 by summer, imple-
mented a computer emergency response team and integrated IT se-
curity with a capital investment process and some other actions
that are underway to remedy deficiencies.

The Department’s senior management team is committed to en-
suring that these activities are under way, and we have them
planned to correct both past deficiencies and be sure that we inte-
grate these into an institutionalized kind of an environment.

We have reorganized the office of the CIO and named a chief in-
formation security officer. We've developed a Department-wide IT
security program. We have established IT security program goals.
We have approved a policy for 17 information security standards;
chartered an IT Security Council and six project teams; integrated
IT security with enterprise architecture and the investment man-
agement process, developed system risk assessment and a test plan
tool; provided for CIO collaboration and review of component cor-
rective action plans; continued development of a public key infra-
structure capability; continued development of a unified financial
management system throughout the Department; provided re-
sources to assist components in assessing their systems; imple-
mented a monthly report card, which you see here.

This is the age of the report card. So we’ve come up with a report
card, a sample there, that is done on a monthly basis to let the in-
dividual components know how they are doing in the area of IT se-
curity.

So the accomplishments and initiatives we have underway ad-
dress many of the IG’s recommendations and will provide for im-
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proved performance in the coming year. We acknowledge the need
to do more. It is a matter of continuous improvement that we are
committed to while at the same time we are working to reduce
risks associated with our IT assets. And I want to thank you and
the committee for the focus that you are giving to this, and we
pledge to you our cooperation and support.

[The prepared statement of Mr. Corts follows:]
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Statement of
Dr. Paul R. Corts
Assistant Attorney General for Administration
U.S. Department of Justice
Before the
Committee on Government Reform
Subcommittee on Technology, Information Policy,
Intergovernmental Relations and the Census
U.S. House of Representatives
March 16, 2004

Mr. Chairman, Members of the Subcommittee:

1 appreciate the opportunity to appear before you today to discuss the
Department’s efforts in the areas of information technology (IT) security and the efforts
underway within the Department to institutionalize the daily management of information
security risks and implement the requirements of the Federal Information Security
Management Act. T would like to commend you and the Committee for your past and
current efforts to shine the spotlight on Federal agency and security performance.

1 wish to emphasize at the outset that the Department of Justice (DOJ) recognizes
the importance of IT security and the Department’s senior management is committed to
fully protecting the Department’s IT assets from attacks and vulnerabilities. I further
wish to emphasize that responsibility for the Department’s IT security program rests with
the Department’s Chief Information Officer (CIO).

Information technology (IT) is key to the Department’s success in meeting our
strategic goals. Tt provides new and improved capabilities to gather, analyze, and share
intelligence information; identify, monitor, apprehend, and prosecute terrorist or criminal
suspects; identify and prevent persons who are national security threats from entering the
United States; securely share information with our federal, state, and local partners;
efficiently manage our criminal and civil cases; provide accessible, speedy, and reliable
services to our customers; and efficiently and effectively carryout our internal business
practices. In addition, it provides the communications and computing infrastructure that
ensures continuity of operations and rapid response in times of crisis.

The integrity and availability, and where appropriate the confidentiality and
privacy of the information in our systems are today more important than ever. The value
of computer and telecommunication systems and the vital information they process and
transport became even more apparent in the wake of the tragic events of September 1 1
2001.
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In the past, the Department operated in a very decentralized manner, and the IT
computing environment and our IT security program was further fragmented within the
Department. This has been a major concern with our Inspector General (IG) during the
past years and has hampered mission accomplishment. Furthermore, we are fully aware
of your concerns with our progress in information security and we take these concerns
seriously.

Since I arrived at the Department of Justice 16 months ago, the Department has
taken a number of actions that not only reflect the commitment of present management to
correcting past deficiencies but also establish a solid foundation for sustained future
progress. The accomplishments and initiatives we have underway address many of the
1G’s recommendations and will provide for improved performance in the coming year.

The current state of IT Security within the Department

The Department’s IT security budget for FY 2004 comprises 3.7% of the planned
IT portfolio of $2,074 million. In FY 2003, we reported 253 IT systems, 24 programs,
and 35 contractor operations and facilities. All of our programs and 206 (81%) systems
were reviewed in accordance with the FISMA guidance provided by OMB and the
National Institute of Standards and Technology (NIST). The Department incorporates IT
security requirements in all of our contracts and further reviewed half of the contractor
operations and facilities during the fiscal year. In addition, over 90% of our IT systems
have been assessed for risks and over 80% have been fully certified and accredited to
date.

In FY 2003, the Department implemented a web based computer security
awareness training tool, to provide all employees and contractor personnel with access to
Department systems basic end-user security training. During the first nine months of
operation, we trained 77% of our employees and we stand committed to ensuring all
employees and contractors receive basic security awareness training and that privileged
users, such as system and network administrators and security professionals, receive
specialized training.

The Department operates a computer emergency response team and has
developed standards for reporting incidents within the Department. This group serves as
the single point of contact to FedCIRC and verifies patch implementation at components.
We are also working with the Department of Homeland Security to utilize their Project
Matrix methodology to ensure the proper identification of our mission and national
critical operations and assets. We are further committed to ensuring all of our systems
have contingency plans in place and that these plans are tested at least annually.

Our CIO reports directly to the Attorney General for his duties and
responsibilities identified by the Clinger-Cohen Act. Our CIO also serves as the Deputy
Assistant Attorney General for Information Resources Management and is a vital part of
our Departmental management team, and routinely coordinates IT initiatives and
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programs through my office and with me as the Chief Financial Officer and the
Procurement Executive.

Through the Attorney General’s leadership and vision, we have come a long way
toward a more centrally coordinated Department, and this has made a very positive
impact on our total IT efforts.

In June of 2003, the CIO established an IT Security Office to oversee the
implementation of the Department’s IT Security Program, led by the chief information
security officer. In November 2003, I signed a Departmental Order clarifying the CIO
authority and responsibilities for IT security. This single point of authority for
information security program management and oversight implements the 1G’s
recommendation to provide a central IT security office. This office is responsible for
developing IT security policy and standards, and has organized a security council
comprised of top security officials from each of the Department’s component
organizations. In addition, our IT Security Office coordinates with other security
programs, including personnel and physical security.

The Department has integrated IT security within the capital investment process
and the system development life cycle. We are continuing to develop a security
architecture as an integrated element of our enterprise architecture, so that the IT
investment process and our future infrastructures adequately incorporate our security
needs and prevent IT security failures in the future.

In addition to the strategic improvements identified above, we have been
addressing many of our known weaknesses within our current operations through our
curative efforts. These efforts include certifying and accrediting our legacy systems,
identifying vulnerabilities and weaknesses through regular risks assessments and testing
of security controls. In addition, we have been implementing near term fixes and
monitoring corrective plans of actions and milestones (POA&Ms) to provide for an
overall net reduction in risk.

In our FY 2003 Accountability Report, we reported two material weaknesses
relating to IT security, one of which is a Department level material weakness relating to
component implementation of management, operational, and technical security controls
and the other is specific to securing the FBI’s infrastructure and implementing an IT
security program. Both material weaknesses are from the previous year and have
associated plans of actions and milestones to manage corrective action.

Actions underway to remedy deficiencies in IT security reported in FISMA and
financial reporting

IT security is a high priority within our Department. Accountability and
responsibility is critical to our successful remediation of identified vulnerabilities and
weaknesses. The Department’s senior management team is comunitted to ensuring
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activities are underway and planned to correct past deficiencies and to ensure future
practices are institutionalized.

In addition to the many strategic initiatives identified previously, we have

identified additional initiatives to further address the program and system level
weaknesses identified in our FISMA and financial management reporting. At the
program level we have:

Developed a Department-wide IT Security Program to assess and reduce risk;
Established IT security program goals;

Identified program level resources;

Approved policy and 17 information security standards for management,
operational, and technical control requirements;

Chartered an IT Security Council and six project teams to manage implementation
and assist operational managers;

Developed a Department-wide information security training and awareness
program; and

Implemented a monthly report card for monitoring component progress.

And at the system level we have:

Integrated IT security with the enterprise architecture and investment
management processes;

Scheduled to achieve full approval to operate for 90% of all IT systems by July
2004;

Developed system risk assessment and test plan tool incorporating over 250
management, operational and technical risk control requirements;

Scheduled periodic validation testing to be completed by July 2004; and
Developed a process for planning, resourcing, implementing and maintaining risk
control requirements.

Additionally we have:

Provided for CIO collaboration and review of Component corrective action plans;
Implemented an initial capability for an integrated Department-wide tool used for
documenting and evaluating system security controls and risk management and
monitoring program and system corrective POA&Ms;

Continued development of a public key infrastructure capability to support
enhanced authentication controls and strategic initiatives in information sharing;
Continued development of a unified financial management system across the
Department that will incorporate the financial management and security practices;
and

Provided additional oversight and resources to assist troubled components in
assessing their systems, developing POA&Ms, and ensuring development of
certification and accreditation documentation.
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Institutionalizing Information Security within the Department

As 1 previously stated, we have created a solid foundation for future
implementation and effective management of information security across our
Department. In July 2002, we issued the Department’s Information Technology Strategic
Plan. The plan, approved by the Department’s Strategic Management Council (SMC),
represents a starting point for what will be a long-term, sustained, and collaborative effort
to significantly improve IT in our Department. We are focusing on four key areas: 1) IT
infrastructure, 2) information security, 3) common solutions, and 4) management roles
and processes. These four areas have been chosen because, together, they represent the
core building blocks of the Department's IT program. Progress in implementing the IT
Strategic Plan is monitored by my office in conjunction with the Strategic Management
Council, on behalf of the Attorney General. Key management positions in the Office of
the CIO are now filled with staff from the Senior Executive Service to lead the new
organization in support of the Attorney General and the President’s Management Agenda.
The CIO continues to build the organizational capacity to carry out this ambitious
mission as the new organization is implemented to support our IT strategy and
operations.

I am pleased that we have been able to implement reorganization of our
Department level IT organization. Among the main objectives of this reorganization was
the elevation of the role of IT security, the enforcement of the importance of IT security,
and the clarification of lines of responsibility and accountability. The reorganized Office
of the CIO includes a senior information security official and establishes an IT security
staff reporting directly to the Department’s CIO. This staff is responsible for ensuring
that all component systems have implemented the appropriate IT security controls, for
ensuring that components identify POA&Ms when the security controls are not met, and
for monitoring these corrective action plans. The new organization for the Office of the
CIO was approved by the Attorney General, reviewed by the Office of Management and
Budget (OMB) and the Congress, and implemented in May 2003.

The Department CIO has been working closely with component CIOs to ensure
that program roles and responsibilities are defined and implemented. We are continuing
to enhance and extend the use of standards and automated tools to help assess security
controls and prioritize and monitor the implementation of corrective actions and to
incorporate all known agency security weaknesses. We also are increasing our
independent validation and monitoring of compliance with Departmental policy and
practices, and ensuring that costs for security are identified in IT capital plans. At the
same time, we continue to explore Department-wide infrastructure solutions that
incorporate security and address crosscutting problems. For example, the Department is
in the process of implementing a common telecommunications network that implements
the security architecture for the wide area network and integrates many of the common
security controls for the local computing environments.

We are also aggressively recruiting qualified IT security professionals to support
system implementation and validation of security controls within our systems. We are
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utilizing several unique government programs to strengthen our staff, which now includes
direct hire authority for IT Security Professionals, and recruitment of Cyber Corps
graduates and Presidential Management Fellows.

Furthermore, our Chief Information Security Officer has established a solid
foundation for component integration with standards and procedures. We have
implemented a monthly report card for each component to monitor performance. An
example of the report card is summarized in the attached chart. Our overall objective is
for our components to be green in each category and achieve full approval to operate on
over 90% of our systems by October 2004.

The accomplishments and initiatives we have underway address many of the IG
recommendations and will provide for improved performance in the coming year. We do
acknowledge the need to demonstrate continuous improvement in our IT security
program, while at the same time reduce the net risk associated with our IT assets.

I want to thank you and the Subcommittee for your continued focus on this
important area. I would be pleased to take any questions at this time.
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Mr. PurNaM. Thank you very much, Mr. Corts.

Our next witness is Jeffrey Rush, Jr. Mr. Rush was sworn in as
the Inspector General for the Department of Treasury in July 1999.
Prior to that, he served as the Inspector General of the U.S. Agen-
cy for International Development and is the acting Inspector Gen-
eral of the Peace Corps. Mr. Rush also served for 23 years in the
U.S. Department of Agriculture.

Welcome to the subcommittee. You are recognized for 5 minutes.

STATEMENT OF JEFFREY RUSH, JR., INSPECTOR GENERAL,
DEPARTMENT OF THE TREASURY

Mr. RusH. Thank you, Mr. Chairman.

In your letter of February 26, you asked me to address three
points in my statement: One, a summary of the state of informa-
tion security at Treasury; two, the methodology used to audit
Treasury and the resources available to my office; and, finally, the
circumstances that led to the delay in our reporting of results
under FISMA.

First, although we have been reporting on serious information se-
curity weaknesses since 1998, I will limit my testimony only to the
work done in the last 3 years. Our reporting in fiscal years 2001
and 2002 was under the Government Information Security Reform
Act [GISRA]. This most recent job was done under FISMA. All
three assessments as well as management’s own have identified se-
rious deficiencies in information security throughout the Depart-
ment.

Let me summarize just what we consider the important defi-
ciencies to be. First, most of the systems have not been certified or
accredited. Second, Treasury has been unable to provide an accu-
rate inventory year to year of systems to be certified and accred-
ited. Third, Treasury’s plans of action and milestones and for fixing
security—serious security weaknesses—are not complete and are
inconsistent. Four, Treasury does not fully comply with the report-
ing of security incidents. Fifth, Treasury did not use the National
Institute of Standards and Technology guidance for all of its pro-
grams. Sixth, interdependencies and relationships of critical oper-
ations have not been fully identified. And, finally, Treasury has not
provided sufficient information technology and security training to
the majority of its employees.

Second, in conducting our fiscal year 2003 evaluation of Treas-
ury’s information security program and practices, we follow the
guidance issued by the Office of Management and Budget on Au-
gust 6, 2003. I have attached a copy of that guidance to the state-
ment. The guidance prescribed a set of questions to be answered
by both agency management and by the Offices of Inspectors Gen-
eral. In this regard, OIGs were to evaluate a representative sample
of all of the types of agency systems. One area that was to be em-
phasized this year was—in OIG’s assessment—was against specific
criteria which the agency developed, implemented or was managing
in agency-wide plans of actions and milestones process. The plans
of actions and milestones process is key to effective remediation of
IT security weaknesses and instrumented for the agency to get
green under the expanding government scorecard of the President’s
management agenda.
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Finally, as background for the reason for our delay in FISMA re-
porting, during March 2003, we divested approximately 70 percent
of our staff to the Department of Homeland Security Office of In-
spector General pursuant to the Homeland Security Act. Our audit
staff was reduced from 165 to 62 during the last 6 months of a fis-
cal year. Our annual audit plan had to be completely revised. Thus,
this divestiture and subsequent attrition reduced our IT audit
group from 14 to 5.

With our much reduced staffing, we determined we could not
complete FISMA on schedule and sustain an accelerated audit of
the Department’s fiscal year 2003 financial statements. In con-
sultation with the Department and the Office of Management and
Budget, priority was given to the audit of the Department’s fiscal
year 2003 performance and accountability report, and we commit-
ted to issue the FISMA report within 30 days of that date. And,
accordingly, the financial statement audit was completed on an ac-
celerated basis on November 14, 2003, and we issued our FISMA
report on December 15, 2003.

But let me stop and make clear to you that I probably owe you
an apology. If not, I will give you one anyway. As early as July
2003, apparently everyone but this committee was informed of the
decision to concentrate on completing the accelerated financial
statement, clearly putting FISMA at a second priority; thus, the
late report that was due in September.

Considering our current staffing levels and looking forward, we
have not been able to and do not anticipate being able to hire addi-
tional IT auditors in the near future. Thus, we plan to contract for
the FISMA evaluation for the non-national-security systems for fis-
cal year 2004. We will perform the fiscal year 2004 FISMA evalua-
tion for Treasury’s national security systems with our own staff.

That concludes my statement.

[The prepared statement of Mr. Rush follows:]
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STATEMENT OF THE HONORABLE JEFFREY RUSH, JR.
INSPECTOR GENERAL
DEPARTMENT OF THE TREASURY
BEFORE THE HOUSE COMMITTEE ON GOVERNMENT REFORM
SUBCOMMITTEE ON TECHNOLOGY, INFORMATION POLICY,
INTERGOVERNMENTAL RELATIONS AND THE CENSUS

MARCH 10, 2004

Mr. Chairman, Ranking Member Clay, Members of the Subcommittee, thank you for the
opportunity to testify in this hearing on “Information Security in the Federal Government: One
Year into the Federal Information Security Management Act.” In your letter of February 26,
2004, you asked me to address three points in my statement: (1) a summary of the state of
information security at Treasury, (2) the methodology used to audit Treasury and the resources
available to my office, and (3) the circumstances that led to the delay in reporting our results
under the Federal Information Security Management Act (FISMA).

First, although we have been reporting on serious information security weaknesses since 1998, I
will limit my testimony to work done in the past 3 years. This is the third year we have assessed
the information security programs and practices in Treasury. Our reporting for Fiscal Years
(FY) 2001 and 2002 was under the Government Information Security Reform Act (GISRA). All
three assessments, as well as management’s own assessments, have identified serious
deficiencies in information security throughout the Department. We issued our most recent
evaluation report pursuant to FISMA on December 15, 2003, and a separate, classified FISMA
report on Treasury’s national security systems on December 24, 2003. These deficiencies
include:

= Most systems have not been certified and accredited.

= Treasury has been unable to provide an accurate inventory year-to-year of systems to be
certified and accredited.

* Treasury’s plans of action and milestones for fixing serious security weaknesses were not
always complete or consistently reported on.

» Treasury does not have a fully functioning computer security incident response
capability. In addition, the requirements for reporting incidents were not being applied
consistently among Treasury offices and bureaus.

= Treasury did not use the National Institute of Standards and Technology’s (NIST)
guidance for all of its program and systems reviews. Other methodologies that Treasury
used were not sufficient to substitute for the NIST requirements.
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» Interdependencies and interrelationships of mission critical operations and assets were
not fully identified.

= Treasury has not provided sufficient information technology (IT) security training to the
majority of its employees.

At least some aspect of these weaknesses has been reported in each of the last 3 years. While
some progress has been made, these weaknesses have largely gone uncorrected. In fact, in the
critical area of certification and accreditation, Treasury’s performance has declined.

With respect to certification and accreditation, for FY 2001, 18 percent of Treasury systems were
certified and accredited; for FY 2002, 32 percent of Treasury systems were certified and
accredited; and for FY 2003, 23 percent of Treasury systems were certified and accredited,
Department-wide. It should be noted that the FY 2003 decline was significantly impacted by the
number systems operated by the Internal Revenue Service (IRS) that were not certified and
accredited. Not including the IRS systems, 69 percent were certified and accredited.
Nevertheless, this matter has been further complicated by the Department’s inability to provide
an accurate inventory of its systems to be certified and accredited on a year-to-year basis. For
example, in FY 2002 Treasury identified 626 systems requiring certification and accreditation; in
FY 2003, Treasury identified 708 systems requiring certification and accreditation.

To its credit, Treasury management declared the lack of substantial compliance with information
security requirements as a material weakness under the Federal Manager’s Financial Integrity
Act based on our FY 2002 evaluation. It continued to report this deficiency as a material
weakness for FY 2003.

Second, in conducting our FY 2003 evaluation of Treasury’s information security program and
practices, we followed the guidance issued by the Office of Management and Budget (OMB) on
August 6, 2003. For your reference, T have attached a copy of the guidance to this statement.
The guidance prescribed a set of questions to be answered by both agency management and by
the Offices of Inspector General (OIG). In this regard, OIGs were to evaluate a representative
sample of all types of agency systems. FISMA also supports the OIGs’ use of results of other
IT-related reviews performed during the reporting period. One area that was emphasized this
year was the OIGs’ assessment, against specific criteria, of whether the agency developed,
implemented, and was managing an agency-wide plan of action and milestones process. The
plans of action and milestones process is key to effective remediation of IT security weaknesses
and instrumental for an agency to get to “green” under the Expanding E-Government Scorecard
of the President’s Management Agenda.

For FY 2003, we participated with the Department’s Office of Chief Information Officer and the
Treasury Inspector General for Tax Administration in a joint data call to Treasury offices and
bureaus. We performed limited verification of the data received. We also considered the results
of our work performed during the year that directly impacted information security. For example,
we observed a disaster recovery test for the Treasury Communications System and audited the
Depariment’s implementation of its critical infrastructure protection program. We also
considered IT security audit work that was performed in connection with the audits of the
Department and bureau FY 2003 financial statements.
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Finally, as background to the reason for our delayed FISMA reporting, during March 2003, we
divested approximately 70 percent of our staff to the Department of Homeland Security Office of
Inspector General pursuant to the Homeland Security Act of 2002. Our audit staff was reduced
from 165 to 62 during the last six months of the fiscal year. Our annual audit plan had to be
completely revised. This divesture and subsequent attrition reduced our IT audit group from 14
to 5.

We had planned to complete our FISMA review by the OMB-prescribed deadline of

September 22, 2003. However, with our much reduced staffing, we determined that we could
not complete FISMA on schedule and sustain an accelerated audit of the Department’s FY 2003
financial statements. In consultation with the Department and OMB, priority was given to our
audit of the Department’s FY 2003 financial statements, and we committed to issue our FISMA
report 1 month later. Accordingly, the financial statement audit was completed on November 14,
2003, and we issued our FISMA report on December 135, 2003.

Considering our current staffing levels and looking forward, we have not been able, and do not
anticipate being able to hire additional IT audit staff in the near future that would enable us to
meet the anticipated FY 2004 FISMA reporting deadline. Thus, we plan to contract out the
independent FY 2004 FISMA evaluation for non-national security systems. We will perform the
FY 2004 FISMA evaluation for Treasury’s national security systems with our staff. We also
plan to perform audit work in certain key areas of vulnerability identified by our previous
FISMA work. For example, we plan to audit Treasury’s computer security incident response
capability and conduct vulnerability scans of computer networks at selected bureaus. The results
from these audit efforts, as well as any information security findings identified from our financial
statement audits, will be integrated into our FISMA reporting for FY 2004.

This concludes my testimony. I would be pleased to answer any questions that the Committee
may have. Thank you.



102

ATTACHMENT TO
TESTIMONY OF THE HONORABLE JEFFREY RUSH, JR.
INSPECTOR GENERAL, DEPARTMENT OF THE TREASURY
BEFORE THE HOUSE COMMITTEE ON GOVERNMENT REFORM,
SUBCOMMITTEE ON TECHNOLOGY, INFORMATION POLICY,
INTERGOVERNMENTAL RELATIONS AND THE CENSUS
MARCH 10, 2004

Office of Management and Budget Memorandum M-03-19, Reporting Instructions for
the Federal Information Security Management Act and Updated Guidance on Quarterly
IT Security Reporting, dated August 6, 2003
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EXECUTIVE OFFICE OF THE PRESIDENT

OFFICE OF MANAGEMENT AND BUDGET
WASHINGTON, D.C 20503

August 6, 2003
THE DIRECTOR

M-03-19
MEMORANDUM FOR HEADS OF EXECUTIVE DEPARTMENTS AND AGENCIES

M
FROM:  Joshua B. Bolten ua I~

Director

SUBJECT:  Reporting Instructions for the Federal Information Security Management Act
and Updated Guidance on Quarterly IT Security Reporting

As you know, the security of the Federal government’s information and information systems
is a responsibility shared by every agency. The Administration’s policy requires Federal
agencies to take a risk-based, cost-effective approach to secure their information and systems,
identify and resolve current IT security weaknesses and risks, as well as protect against future
vulnerabilities and threats.

To assist Federal agencies in meeting their responsibilities, the President signed into law on
December 17, 2002, the Electronic Government Act, Title III of this Act, the Federal
Information Security Management Act (FISMA) along with OMB policy, lays out a
framework for annual 1T security reviews, reporting, and remediation planning. Under this
framework, the Federal government is able to quantitatively determine both IT security
progress and problems. This information is essential to ensuring that remediation efforts and
IT resources are prioritized resulting in the timely resolution of IT security weaknesses.

This guidance provides direction to agencies on implementing FISMA and consists of the

following four attachments:

¢ Attachment A — The information in this attachment is new and highlights the more
substantive changes introduced by FISMA from previous IT security legislation.

e Attachment B — This attachment contains the FY03 FISMA reporting instructions for
agencies and Inspectors General.

» Attachment C — This attachment contains directions for agencies on quarterly reporting on
IT security efforts. It includes both the continued quarterly plan of action and milestones
updates and performance measure updates.

o Attachment D — This attachment contains definitions in law and policy referenced in the
guidance.

1 would also like to take this opportunity to inform you of a number of actions OMB has
undertaken to further assist agencies in improving their IT security status through the
President’s Management Agenda and the budget process. On a quarterly basis, agencies
provide updates to OMB on their IT security efforts through quantitative performance
measures and progress in remediating IT security weaknesses, This information is used to
inform the agency’s E-Government Scorecard under the President’s Management Agenda.
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Additionally, T am directing my staff to work with your agency to ensure that system
remediation plans are implemented and appropriate resources are identified through the
budget process to resolve critical [T security weaknesses.

Agency reports are due to OMB on September 22", 2003. Agency heads should transmit to
OMB the agency report (containing both the agency and IG components) and copies of the
1G’s independent evaluations. This transmission represents a confirmation by the agency
head of the agency’s IT security status as detailed in the agency report. Your CIO and IG
received an electronic copy of this guidance and templates to assist them in reporting.
Agency reports will continue to serve as the primary basis for OMB’s annual summary report
to Congress.

A letter from the agency head that transmits the required information should be
delivered to:

Joshua B. Bolten

OMB Director

Eisenhower Executive Office Building
Room 252

Washington, DC 20503

The agency reports along with copies of the independent evaluations and any other
appropriate information should be sent electronically to Kamela White at
kgwhite@omb.eop.gov. Instructions for submitting the quarterly IT security reports can be
found in Attachment C,

Attachments
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Table of Attachments

Attachment A —~ Transition from the Government Information Security Reform Act
(GISRA) to the Federal Information Security Management Act (FISMA)

The information in this attachment is new and highlights the more substantive changes or
additions introduced by FISMA from GISRA.

Attachment B — Reporting on Federal Government Information Security Management

This attachment contains the FY03 FISMA reporting instructions for agencies and IGs and a
set of questions and answers to assist agencies and IGs. Most of the information in this
attachment is identical to the FY02 reporting instructions, including the performance
measures introduced in last year’s guidance. One significant change directs IGs to assess
against specific criteria, whether the agency has developed, implemented, and manages an
agency-wide plan of action and milestones (POA&M) process. Additionally, there is a strong
focus on performance measures to answer many of the questions and as a result the reporting
instructions have been formatted to emphasize a quantitative rather than a narrative response.

Attachment C —- Reporting on Remediation Efforts and Updating Performance
Measures

This attachment contains directions for agencies on quarterly reporting on IT security efforts.
This information is largely the same as in the FY02 guidance. It includes both the continued
quarterly reporting of agency remediation efforts (through agency POA&Ms) and a new
requirement for quarterly reporting of agency progress against a subset of the IT security
performance measures in the FY03 reporting instructions.

Attachment D — Definitions

The definitions in this attachment are largely the same as those included in the FY02 GISRA
guidance but have been updated to include new definitions introduced in FISMA.

This FY03 FISMA guidance and POA&M guidance replaces M-02-09, “Reporting
Instructions for the Government Information Security Reform Act and Updated Guidance on
Security Plans of Action and Milestones™).
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ATTACHMENT A

TRANSITION FROM GOVERNMENT INFORMATION SECURITY REFORM ACT TO FEDERAL
INFORMATION SECURITY MANAGEMENT ACT

On December 177, 2002, the President signed into law the E-Government Act (P.L. 107-347)
which includes Title 111, the Federal Information Security Management Act (FISMA).
FISMA permanently reauthorized the framework laid out in the Government Information
Security Reform Act of 2000 (GISRA) which expired in November 2002, FISMA continues
the annual review and reporting requirements introduced in GISRA. In addition, FISMA
includes new provisions aimed at further strengthening the security of the Federal
government’s information and information systems. such as the development of minimum
standards for agency systems. The National Institute of Standards and Technology (NIST)
will work with agencies in the development of those standards per their statutory role in
providing technical guidance to Federal agencies.

Please note that an earlier version of FISMA was enacted as part of the Homeland Security
Act (P.L. 107-296). As provided in 44 U.S.C. 3549 and as stated by the President in his
signing statement for the E-Government Act, the version of FISMA in the Homeland Security
Act is not in effect. The version of FISMA in effect and to which all agencies are held
accountable is the version found in the E-Government Act referenced above.

This attachment highlights the significant changes from GISRA to FISMA.

A. Definitions

1. FISMA introduces a statutory definition for information security. This definition is not
substantively different than that used in current OMB and agency policies or NIST guidelines.
Therefore, this new definition does not require changes to current policies or programs. It
reads: “The term ‘information security’ means protecting information and information
systems from unauthorized access, use, disclosure, disruption, modification, or destruction in
order to provide — (A) integrity, which means guarding against improper information
modification or destruction, and includes ensuring information nonrepudiation and
authenticity; (B) confidentiality, which means preserving authorized restrictions on access and
disclosure, including means for protecting personal privacy and proprietary information; and
(C) availability, which means ensuring timely and reliable access to and use of information.”

All Federal information and information systems require some degree of security under one or
more of the three elements of the forgoing definition.

2. Like GISRA, FISMA (section 3542(b)(3)) cites the Clinger-Cohen definition of [T which
includes “equipment used by an executive agency directly or is used by a contractor under
contract with the executive agency.” However, FISMA’s applicability is broadened by two
other provisions.
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First, section 3544(a)(1)(A)(ii) describes Federal agency security responsibilities as including
“information systems used or operated by an agency or by a contractor of an agency or other
organization on behalf of an agency.” Second, section 3544(b) requires that each agency
provide information security for the information and “information systems that support the
operations and assets of the agency, including those provided or managed by another agency,
contractor, or other source.”

Thus, because FISMA applies to both information and information systems used by the
agency, contractors, and other organizations and sources, it has somewhat broader
applicability than that of prior security law. That is, agency IT security programs apply to all
organizations (sources) which possess or use Federal information — or which operate, use, or
have access to Federal information systems — on behalf of a Federal agency. Such other
organizations may include contractors, grantees, State and local governments, industry
partners, etc. FISMA therefore underscores longstanding OMB policy concerning sharing
government information and interconnecting systems, i.e., Federal security requirements
continue to apply and the agency is responsible for ensuring appropriate security controls (see
OMB Circular A-130, Appendix III).

Finally, because FISMA applies to Federal information (in addition to information systems),
in certain limited circumstances its requirements also apply to a specific class of information
technology to which Clinger-Cohen did not, i.e., “equipment that is acquired by a Federal
contractor incidental to a Federal contract.” Therefore, when Federal information is used
within incidentally acquired equipment, the agency is responsible for ensuring that FISMA
requirements are met.

B. Changes to annual reporting requirements
FISMA (section 3544(c)(1)) makes the following modifications to agencies’ annual reporting
requirements:

Annual reports under FISMA must now be sent to OMB and the Committees on Government
Reform and Science of the House, the Committees on Government Affairs and Commerce,
Science, and Transportation of the Senate, the authorization and appropriations committees
for each individual agency of Congress, and GAO.

Because of this broader distribution, the agency reports should not contain internal Executive
Branch predecisional, deliberative information. FISMA requires that OMB report to
Congress no later than March 1, but does not prescribe a date by which agency reports must
be sent. Agency reports (including the Inspector General’s independent evaluation) are due to
OMB on September 22, 2003. Agencies shall forward their reports to the appropriate
Congressional Committees and GAO after the reports have been reviewed by OMB and OMB
has notified the agency. Copies of the Inspector Generals independent evaluations may be
released to Congress any time following their submission to OMB.
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FISMA requires that each agency’s report include information regarding: 1) agency risk
assessments; 2) security policies and procedures; 3) subordinate plans (i.e., individual system
security plans); 4) training; 5) annual testing and evaluation; 6) corrective action process; 7)
security incident reporting; and 8) continuity of operations. Each of these categories fit into
the existing reporting categories prescribed in OMB guidance and thus require no additional
data gathering or reporting on the part of the agencies.

C. System configuration requirements determined by the agency

FISMA (section 3544(b)(2)(D)(iii)) requires that each agency develop specific system
configuration requirements that meet their own needs and ensure compliance with them. This
provision encompasses traditional system configuration management, employing clearly
defined system security settings, and maintaining up-to-date patches. Simply establishing
such configuration requirements is not enough. It must be accompanied by adequate ongoing
monitoring and maintenance.

OMB’s reporting guidance will seek information on agency progress in meeting this new
requirement, but for the first year will not judge the adequacy of that process.

One example to aid compliance with FISMA would be to employ the Windows 2000
configuration settings recently developed by NIST and NSA. Other configuration guides, for
this and other operating systems and software applications are available or are also being
developed by other sources and absent guidance from NIST could also be helpful. Agencies
are reminded however, that OMB policy requires agency procedures be consistent with
guidance issued by NIST when such is available.

Additionally, while many agencies have established patch authentication and distribution
accounts through FedCIRC’s government-wide patch management contract, actual usage of
those accounts are extremely low. To ensure that agencies maintain up-to-date patches, it is
critical that usage increase.

D. Annual testing and evaluation of security controls

FISMA (section 3544(b)(5)) requires each agency to perform for each system “periodic
testing and evaluation of the effectiveness of information security policies, procedures, and
practices, to be performed with a frequency depending on risk, but no less than annually. . .”
This evaluation will include the testing of management, operational, and technical controls.

This provision does not require annual testing of the complexity required for certification and
accreditation of systems as described in NIST guidance. Rather, it recognizes the importance
of maintaining a continuous process of assessing risk and ensuring that security controls
maintain risk at an acceptable level. This provision also underscores the need to understand
the security status of each system in order to accurately maintain system-level POA&Ms and
report annually on the overall health of an agency’s IT security program.
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The necessary depth and breadth of an annual FISMA review depends on several factors such
as: 1) the acceptable level of risk and magnitude of harm to the system or information; 2) the
extent to which system configurations and settings are documented and continuously
monitored; 3) the extent to which patch management is employed for the system; 4) the
relative comprehensiveness of the most recent past review; and 5) the vintage of the most
recent in-depth testing and evaluation as part of system certification and final accreditation.

For example, if in the previous year a system underwent a complete certification and received
final (not interim) authority to operate, has documented configuration settings, employs
automated scanning tools to monitor configurations, threats, and vulnerabilities, and has an
effective patch management capability, a simple maintenance review using NIST’s self
assessment tool may meet the FISMA annual review requirement. If none or only some of the
foregoing are true, then the annual testing and evaluation must be far more comprehensive
commensurate with the acceptable level of risk and magnitude of harm. Agency officials must
use sound judgment when determining the scope and rigor of FISMA’s annual test and
evaluations.

The flexibility described above does not alter OMB policy requiring system reauthorization
(certification and accreditation) at least every three years or when significant changes are
made, e.g., connecting to new systems or changes to configurations, hardware, or software.
Agencies certification and accreditation processes must conform to NIST guidance.
Additionally, the flexibility described does not dilute the statutory requirement that all
systems must be reviewed annually.

E. Continuity of system operations

FISMA (section 3544(b)(8)) codifies a longstanding policy requirement that each agency’s
security program (and particularly each system security plan) include the provision for the
continuity of operations for information systems that support the operations and assets of the
agency. FISMA explicitly includes in this requirement, information and information systems
“provided or managed by another agency, contractor, or other source.” For the purposes of
agency implementation, “other source™ has the same meaning as “other organization on behalf
of an agency” discussed above.

F. NIST Standards and Guidelines

FISMA (sections 302 and 303) directs the Department of Commerce through NIST to
develop, subject to direction by the President and in coordination with OMB, compulsory and
binding standards that will be used to “categorize all information and information systems
collected or maintained by or on behalf of each agency”.

As NIST develops these minimum requirements for standards and guidelines, agencies will
have ample opportunity to review drafts and provide feedback and comments. OMB strongly
encourages agencies to actively review and participate in these drafts. As these standards and
guidelines are finalized OMB will issue, when necessary, accompanying implementing
guidance for the NIST standards and guidelines.
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G. Senior Agency Information Security Officer Responsibilities

FISMA (section 3544(a)(3)(A)(i-iv)) provides additional details on the responsibilities and
qualifications of the senior agency information security officer. All agencies shall have a
senior information security officer, designated by the agency CIO, who reports to the agency
CIO. Commonly referred to as a chief information security officer this officer must: (1) carry
out the CIOs IT security responsibilities; (2) possess professional qualifications, including
training and experience, required to administer FISMA requirements; (3) have information
security duties as that official’s primary duty; and (4) head an office with the mission and
resources to assist in ensuring agency compliance with FISMA,

H. Reporting of Significant Deficiencies

FISMA (section 3544(c)) provides additional detail regarding the reporting of significant
deficiencies. Specifically, FISMA requires agencies to “report any significant deficiency in a
policy, procedure, or practice identified {in agency reporting] — (A) as a material weakness in
reporting under section 3512 of'title 31; and (B) if relating to financial management systems,
as an instance of a lack of substantial compliance under the Federal Financial Management
Improvement Act (31 U.S.C. 3512 note).” Accordingly, agency heads must consider such
significant deficiencies when providing assurance on controls under the Federal Managers
Financial Integrity Act (FMFIA) and determining compliance with the Federal Financial
Management Improvement Act (FFMIA).

1. Inventory of Major Information Systems

FISMA (section 305(c)) amends the Paperwork Reduction Act and requires the head of each
agency to develop and maintain an inventory of major information systems (including major
national security systems) operated by or under the control of the agency. An inventory of
each agency's major information systems has been required for many years by the Paperwork
Reduction Act and, more recently, by the 1996 Electronic Freedom of Information Act
amendments. The definition of "major information system” is found in OMB Circular A-130.

The FISMA amendments requires that the identification of information systems in this
inventory include an identification of the interfaces between each system and all other
systems and networks, including those not operated by or under the control of the agency. It
is OMB's expectation that each agency should have such an inventory via its work on
developing its enterprise architecture. The FISMA amendments also provide that the
inventory be updated at least annually, made available to the Comptroller General when
requested, and used to support information resources management including monitoring,
testing and evaluation of information security controls.
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ATTACHMENTB
REPORTING ON FEDERAL GOVERNMENT INFORMATION SECURITY MANAGEMENT

Attachment B consists of two parts:

o Part I - which provides reporting instructions and the format for developing the agency and
1G reports.

¢ Part 1l — which provides a series of questions and answers to further assist agencies and IGs
in meeting the annual review and reporting requirements.

In general, these instructions for reporting the results of FY03 FISMA reviews remain nearly
identical to the FYO02 instructions. Agencies are not requested to collect any new type of
information. The two significant changes are an increased emphasis on performance
measures and additional guidance to IGs to assess whether agencies have an agency-wide
remediation process that meets OMB criteria.

1. Instructions for the Agency and 1G Report

Each agency head shall transmit to the OMB Director a report that summarizes the results of
annual IT security reviews of systems and programs, agency progress on correcting
weaknesses] reflected in their POA&Ms, and the results of IGs independent evaluations.
Additionally, the agency head shall send copies of complete IG independent evaluations. This
report shall be based on work conducted during the FY03 reporting period only.

For national security programs and systems, FISMA includes the same program and review
requirements as for non-national security programs and systems, but limits OMB’s role to one
of management and budget oversight. Thus, agency reporting to OMB in this area should be
limited to providing within the report a separate section describing how the agency is
implementing the requirements of FISMA for national security programs and systems.

The program description should include whether or the extent to which the management and
internal oversight of an agency’s national security programs and systems are being handled
differently than the program for non-national security programs and systems and why. The
description should also identify the number of independent evaluations conducted. Agencies
must also develop POA&M:s (see Attachment C) for identifying and managing weaknesses in
their national security programs and systems, but for obvious sensitivity reasons, they need
not be fully integrated with POA&Ms for non-national security programs, nor should they be
sent to OMB.

1 Unless specified as a material weakness, the term weakness refers to any and all IT security weaknesses. When the
guidance refers to material weakness, the term material weakness will be used.
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The agency report shall consist of two separate components. One is to be prepared by the
G2, characterizing the results of their independent evaluations and agency progress in
implementing their POA&Ms. The other component is to be prepared by the C10, working
with program officials, reflecting the results of their annual system and program reviews and
progress in implementing their POA&Ms.

These reports continue to be the primary basis of OMB’s summary report to Congress. As
such, please note that reporting performance against the provided measures is not optional.
All agencies shall respond to each of the performance measures in the format provided.
Agencies must provide empirical data in their report at a level of detail appropriate to support
OMB’s executive level review. The best illustration of this level of detail is that customarily
found in IG and General Accounting Office (GAO) audit reports. Including many volumes of
agency policies and instructions is not appropriate for an executive level review.

The report, consisting of both the IG and agency components, shall be submitted in the
spreadsheet format provided. Annual reports under FISMA must now be sent to OMB and
the Committees on Government Reform and Science of the House, the Committees on
Government Affairs and Commerce, Science, and Transportation of the Senate, the
authorization and appropriations committees for each individual agency of Congress, and
GAO. Agencies may forward their report to the appropriate Congressional Committees and
GAO after it has been reviewed by OMB and OMB has notified the agency. Copies of the
1G’s independent evaluations may be released to Congress any time following their
submission to OMB.

Each agency head shall submit their report (both agency and IG components), and copies of
the IG independent evaluations to OMB on September 22, 2003. Please note that this
information should be sent to OMB following the directions in the cover memorandum to
which these reporting instructions are attached.

Part IT of this attachment provides additional information, in the form of Q&As, to agencies to
assist them in implementing FISMA and OMB requirements.

Specific Instructions for the Agency Report

Responses to the questions below must be in the format provided. To assist agencies and
oversight authorities in distinguishing between weak and strong performing agency
components, each question below requires two responses, unless otherwise specified, an

agency total and a breakdown by major agency component or bureau.

A. Qverview of FISMA IT Security Reviews

In this section, the agency must respond to performance measures and may provide narrative
responses where appropriate.

2 Per FISMA, for each agency without an IG, the head of the agency shall engage an independent external
auditor to perform the evaluation.
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Bureau Name

{§ in thousnds})

tAgency Total

Bureau Name

FY03 Prog

FY03

{a]

FY03 Contractor

or Facilities]

Total
Number

§Number

Totat

Number  JTotal

Number
Reviewsd

Number

Agency Total

b. For operations and assets under their control, have agency
program officials and the agency ClO used appropriate methods
{e.g., audits or inspections, agreed upon {T security

G for provided services or services
provided by other agencies) to ensure that contractor provided
services or services provided by another agency for their
prog and are secure and meet the
requirements of FISMA, OMR policy and NIST guidelines,
national security policy, and agency policy?

c. If yes, what methods are used? if no, please explain why.

d. Did the agency use the NIST seif-assessment guide to
conduct its reviews?

e. If the agency did not use the NIST self-assessment guide and
instead used an agency developed methodology, please confirm
that all elements of the NIST guide wers addressed in the
agency methodology.

Yes

No

f. Provide a brief update on the agency's work to develop an
inventory of major IT systems.




FYo3
Total Number POAGMSs
Total Repeated from | ldentify and Describe Each Material | developed?
Bureau Name Number FY02 Weakness YN
Agency Total

o L

s b
Agency program officials develop, implement, and manage POA&MSs for every system
that they own and operate (systems that support their programs) that has an 1T
security weakness.

Agency program officials report to the CIO on a regular basis (at least quarterly) on
their iation progress.

Agency CIO ps, | and ges POA&MSs for every system that they

own and operate (systems that support their programs) that has an [T security
'weakness.

The agency CIO centrally fracks and maintains ali POA&M activities on at least a
quarterly basis.

The POA&M is the authoritative agency and 1G management tool to identify and
monitor agency actions for correcting information and IT security weaknesses.

System-level POA&Ms are tied directly to the system budget request through the IT
business case as required in OMB budget guidance (Circular A-11) to tie the
justification for 1T security funds to the budget process.

Agency IGs are an integral part of the POA&M process and have access o agency
POA&MSs.

The agency's POA&M process represents a prioritization of agency |7 security
weaknesses that ensures that signi 1T security are ina
timely manner and receive, where necessary, appropriate resources.

B. Responsi

In this section, the agency must respond to performance measures and may provide narrative

responses where appropriate to the following questions:
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b ‘w%‘f& oy : e j -
a. Has the agency fully and assets? Yes No
b. Has the agency fully d the ii ies and i ips of those

i critical operations and assets? Yes No
c. Has the agency fully its mission critical operations and assets? Yes No
d. Has the agency fully identified the i F ies and i i ips of those
mission critical operations and assets? Yes No

o. If yes, describe the steps the agency has taken as a result of the review.

{. If no, please explain why.

L
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a. Identify an the p for P g to law
lenforcement authorities and to the Federal Computer Incident Response
Center {FedCIRC).

b, Total number of agency components or bureaus.

c. Number of agency P with incid ing and
capabitity.

d. Number of agency components that report to FedCIRC.

e, Does the agency and its major components share incident information
with FedCIRC in a timely manner consistent with FedCIRC and OMB
Lal:jgmance?

f. What is the required average fime to report to the agency and FedCIRC
following an incident?

g. How does the agency, including the programs within major compenents,
confirm that patches have been tested and installed in a timely manner?

[R 18" The Ggency a member of the Balch Authenfication and Listribution
Capability operated by FedCIRC? Yes ‘ |No l

i. If yes, how many active users does the agency have for this service?
""Has the agency developed and compiied with Specric configuration
requirements that meet their own needs? Yes No

4 ing of security

k. Do these
jvulnerabitities?

Number of incidents reported Number of incidents reported
Bureau Name Number of incidents reported to FedCIRC externally to law enforcement

C. Responsibilities of Agency Program Officials and Agency Chief Information Officers

In this section, the agency must respond to performance measures and may provide narrative
responses where appropriate to identify and describe the performance of agency program
officials and the agency ClO in fulfilling their IT security responsibilities.
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d. Number f. Number of  jg. Number of
c. Number of of with Y for i. Number of
systems that have  fe. Number 'which security [h. Number of §systems for
assessed for an up-to-  Jof systems jcontrol costs fcontrols have gsystems with fwhich
risk and date IT cartified i into tbeen tested a contingency
. Total jassigned a level [security and the life cycle of Jand evaluated jcontingency Jplans have
Number 107 fisk plan accredited  Jthe system in the last year |plan been tested
a. Bureau  fof No. of % of
Name Systems § Systems } Systems | No. % No. % No. % No. % No. % No. %
{Agency
Total

Has the agency CIO

wide IT security
program? YIN

matintained an agency-

Did the CIO evaluate the
performance of ali agency
bureaus/components? Y/N!

How does the agency
CI0O ensure that bureaus
comply with the agency-
wide |'T security program?

Has the agency CIO
appointed a senior
agency information
security officer per the
requirements in FISMA?

Do agency POA&Ms
account for all known
agency security
(weaknesses including all
components?

Agency employees with
Total Agency employees  |Total number of significant security
number of {that received T agency employees  {responsibilities that Total costs
agency security training in with significant IT  {received specialized for providing
employees JFY03 security training training in
in FY03 Number |Percentage {responsibilities Number P g IBﬁeﬂy describe training provided FY03

Number of business plan and budget for IT security and
Bureau cases submitted to integrate security into all of their
Name OMB in FY05 business cases? Y/N

Did the agency program official

Did the agency CGIO plan and
budget for IT security and
integrate security into alt of their
business cases? Y/N

Are IT security costs
reported in the agency's
exhibit 53 for each IT
investment? Y/IN
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1. Q&As for CIOs, Agency Program Officials, and IGs
A. Guidance for CIOs and Agency Program Officials

CIOs working with program officials must respond to all the questions in Part I. Responses
must follow the prescribed format and should be based on the results of the annual system and
program reviews, the agency’s work in correcting weaknesses identified in their POA&MSs3,
and any other work performed throughout the reporting period. Incomplete reporting against
the provided performance measures will make the entire report incomplete and unacceptable.

Must agencies report at both an agency-wide level and by individual component?

Yes, agencies must provide an overall agency view of their security program, but most of the
topic areas also require specific responses for each of the major components (e.g., bureaus or
operating divisions). Thus, the agencies’ and OMB’s report can distinguish good performing
components from poor performers and more accurately reflect the overall agency
performance. For agencies with extensive field and regional offices, it is not necessary to
report to OMB on the performance of each of the field offices. Rather, agencies should
confirm that the agency-wide security program or the security program of the major
component which operates the field offices is effectively overseeing and measuring field
performance, that any weaknesses are included in the agency’s POA&M, and that the office
responsible for programs and systems are developing, implementing, and maintaining their
POA&Ms.

When should program officials and CIOs provide the results of their reviews to their agency
162

Program officials and CIOs should share the findings from program and system security
reviews with their IG as they become available.

Do all agency systems have to be reviewed annually?

Yes. Senior agency program officials and CIOs must review all programs and systems at least
annually. The purpose of the security program discussed in FISMA is to ensure the protection
of the systems and data covered by the program, thus a review of each system is essential to
determine the program's effectiveness. Only the depth and breadth of such system reviews are
flexible.

What level of review is required for an individual system?
Program officials and CIOs are responsible for reviewing the security of all programs and

systems under their respective control. Such reviews are not adequate without a review of all
systems supporting such programs. Clearly, the necessary depth and breadth of an annual
system review depends on several factors such as: 1) the potential risk and magnitude of harm

3 Agency POA&MSs must reflect all known security weaknesses within an agency including
its components or bureaus and shall be used by the agency, major components and program
officials, and the IG as the authoritative agency management mechanism to prioritize, track,
and manage all agency efforts to close security performance gaps.
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to the system or data; 2) the relative comprehensiveness of last year’s review; and 3) the
adequacy and successful implementation of the POA&M for weaknesses in the system. For
example, if last year a system underwent a complete certification and accreditation (consistent
with NIST or national security guidance), this year a relatively simple update or maintenance
review may be sufficient, provided it has been adequately documented within the agency.

The salient point is that an effective security program demands comprehensive and continuous
understanding of program and system weaknesses. At a minimum, agency program officials
and CIOs must take into account the three criteria listed above in determining the appropriate
level of review for their systems with the understanding that all systems must be reviewed
annually. 1Gs may report on the adequacy of such reviews.

What methodology must agencies use to review systems?

Agencies should use NIST Special Publication 800-26, “Security Self-Assessment Guide for
Information Technology Systems” to conduct their annual reviews. Another guide may be
used if the agency and the IG confirm in their report, that any agency developed methodology
captures all elements of the NIST guide.

What performance measures must agencies use?

OMB has provided performance measures for a number of the questions. Some of the
questions have specific management performance measures against which agencies (including
major components) must measure their actual level of performance. In many cases,
completing the performance measures is an adequate response to the question. However,
agencies may provide a narrative response, if necessary, in addition to the numerical response
to the performance measures. The OMB provided performance measures represent a
minimum required response and must be completed. If an agency has developed additional
performance measures, they may be reported as well.

What reporting is required for national security programs and systems?

FISMA requires that all programs, including national security programs, be reviewed every
yeat. Reporting to OMB in this area should be limited to describing within the report how the
agency is implementing the requirements of FISMA for national security programs and
systems. The program description should include whether or the extent to which the
management and internal oversight of an agency’s national security programs and systems are
being handled differently than the program for non-national security programs and systems
and why. The description should also identify the number of independent evaluations
conducted.

To assist oversight by appropriate national security authorities, it is important to specify
where practicable which portion of the agency report pertains to national security systems.

What constitutes a significant deficiency?
OMB interprets a significant deficiency to include failure to meet FISMA’s delineated

requirements for an agency security program including the failure to substantially comply
with related policies, guidance, and standards (e.g., this implementing guidance, OMB
reporting guidance, OMB policy circulars and memoranda, and NIST guidelines and
standards).

17
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In the IT security program context, a significant deficiency would include the faifure to
perform adequate annual program and system reviews, failure to maintain comprehensive
POA&Ms, and failure to adequately train agency employees and contractors.

In the context of individual systems, OMB Circular A-130 Appendix 111 provides three
specific examples of a significant deficiency, each of which must be reported as such — the
failure to assign responsibility for security of the system or application, the lack of system
security plan, and the absence of authorization to process (certification and accreditation).
Depending on the level of risk and magnitude of harm to the system, other weaknesses may
also rise to the level of a significant deficiency.

B. Guidance for Agency Inspectors General

FISMA directs IGs or their designee, to perform an annual independent evaluation of the
information security program and practices of the agency including a review of an appropriate
subset of agency systems. In this regard, FISMA does not limit the subset to financial
systems. To ensure a complete picture of an agency program, IGs should evaluate a
representative sampling of all types of agency systems. FISMA also permits [Gs to use the
results of any other review in performing their work which occurred during the FY03
reporting period.

IGs should respond to all questions in Part I with the exception of question A.1. IGs should
use the performance measures to assist in evaluating agency officials’ performance. IG
responses should be based on the results of the independent evaluations, including agency
progress in implementing and maintaining their POA&MSs, and any other work performed
throughout the reporting period (e.g., financial statement audits).

Additionally, IGs are asked this year to assess against specific criteria whether the agency has
developed, implemented, and is managing an agency-wide POA&M process. The IG’s
assessment in this area is critical. Effective remediation of IT security weaknesses is essential
to achieving a mature and sound IT security program and securing our information and
systems. The IG’s assessment of the agency’s POA&M process is also instrumental to
agency’s ability to get to green under the Expanding E-Government Scorecard of the
President’s Management Agenda. Agencies must meet three criteria to get to green for
security under the E-Gov scorecard, one of which is the positive assessment by their IG that
an agency-wide POA&M process has been implemented.

Should IGs audit an agency’s IT security program?
Within the context of FISMA an audit is not contemplated. FISMA directs IGs or their

designee, to perform an annual independent evaluation. By requiring an evaluation but not an
audit, FISMA intended to provide 1Gs some flexibility as to the degree of cooperation with
CIOs and program officials as well as with the rigor of their review. OMB encourages IGs to
take advantage of that flexibility while ensuring the appropriate degree of accuracy,
independence, and objectivity.

18
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Should IGs review the agency CIO/program official report to OMB to develop their

independent evaluation?
Not as the exclusive input for their review, no. Neither FISMA nor OMB guidance requires

such a review nor does such a review constitute meeting FISMA’s requirements for 1Gs.
Inasmuch as IGs, ClOs, and program officials should work together throughout the year to
ensure the development and maintenance of a comprehensive POA&M and collaborate on
preparing the report to OMB, a separate review of the Cl1O/program officials’ report should
not be necessary. Regardless of the approach taken, 1Gs should not rely solely on a review of
the C1O/program officials’ report as fulfilling their requirements under FISMA nor should any
such IG review result in artificial deadlines that restrict the amount of time allotted for
comprehensive agency program and system reviews by CIOs and program officials.

Should IGs validate agency responses to the IT security performance measures?

No. OMB is not requesting 1Gs to validate agency responses to the performance measures.
Rather, as part of IGs’ independent evaluations of a subset of agency systems, IGs should
assess the reliability of the data for those systems they evaluate.

19
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ATTACHMENT C

Attachment C consists of three parts:

o Part I - which provides guidance on POA&Ms, requirements of an agency-wide POA&M
process, guidance on submitting POA&Ms and their quarterly updates, and guidance on
reporting on performance measures.

o Part II — which provides examples of program and system-level POA&Ms.

o Part III - which provides a series of questions and answers to further assist agencies and
1Gs in developing, implementing, and reporting on POA&Ms.

L Updated Guidance on Quarterly Reporting — Agency Plans of Action and

Milestones and Performance Measures

A. Agency POA&Ms

OMB policy requires agencies to prepare and submit POA&M:s for all programs and systems
where an IT security weakness has been found. The guidance directs C1Os and agency
program officials to develop, implement, and manage POA&Ms for all programs and systems
they operate and control (e.g., for program officials this includes all systems that support their
operations and assets). Additionally, program officials shall regularly (at the direction of the
CIO) update the agency CIO on their progress to enable the CIO to monitor agency-wide
remediation efforts and provide the agency’s quarterly update to OMB.

POA&M Requirements

Agency POA&MSs must:

1. Be tied to the agency’s budget submission through the unique project identifier of a
system. This links the security costs for a system with the security performance of a system.
2. Include all security weaknesses found during any other review done by, for, or on behalf of
the agency, including GAO audits, financial system audits, and critical infrastructure
vulnerability assessments. These plans should be the authoritative agency-wide management
tool.

3. Be shared with the agency 1G to ensure independent verification and validation.

4. Follow the format detailed in the examples under Part I1 of this attachment.

5. Be submitted twice a year to OMB (October 1, 2003 and March 15, 2004).

Quarterly Updates on POA&M Implementation

Agencies must provide on a quarterly basis in the table format below an update on their IT
security remediation efforts. The first FY03 quarterly update is due on October 1, 2003.
Remaining quarterly updates are due on December 15, 2003, March 15, 2004, and June 15,
2004. The quarterly updates must be reported in the format below.
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a. Total number of weaknesses identified at the start of the quarler.

b. Number of weaknesses for which corrective action was completed on time (including testing) by the end of
the quarter.

©. Number of weaknesses for which corrective action is ongoing and is on track to complete as originally
scheduled.

d. Number of weaknessas for which corrective action has been delayed including a brief explanation for the
delay.

e. Number of new weaknesses discovered following the last POA&M update and a brief description of how they
were identified {e.g., agency review, iG evaluation, etc.).

Assisting Congressional Oversight

OMB’s guidance to agencies on their POA&Ms was designed to: 1) first and foremost be a
management tool to assist agencies in closing their security performance gaps; 2) secondly,
assist IGs in their evaluation work of agency security performance; and 3) lastly, assist OMB
with our oversight responsibilities. As a result and by design, these plans contain
predecisional budget information. Per longstanding Executive Branch policy and practice,
OMB and the agencies have a responsibility to maintain the confidentiality of predecisional,
deliberative budget related information. OMB has addressed this issue in the guidance last
year, which we continue in the FY03 FISMA guidance, to enable agencies to release -
information from their POA&Ms to Congress so that it may carry out its oversight role, while
preserving the confidentiality of the Executive Branch's pre-decisional discussions.

Additionally, copies of these quarterly updates have also been requested by the House
Government Reform’s Subcommittee on Technology, Information Policy, Intergovernmental
Relations, and the Census. Agencies shall send their updates to the Subcommittee after
review and notification by OMB.

B. Quarterly Reporting on Performance Measures
Beginning with the December 15, 2003, quarterly update, agencies will also provide a
quarterly update on their performance against a subset of the performance measures in OMB

reporting instructions. This update should be submitted with the quarterly POA&M updates
and must follow the format below.
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Number of
of for
Number of systems with fwhich
fumber of Y security security Number of
systems that have jNumber of jcontrol costs of for
assessed for an up-to- f | have heen with jwhich
risk and date IT certified into the life  ltestedand fa contingency
igl alevel i and cycie of the in i plans have
Totat lor risk plan accredited  system the last year {plan heen tested
Number
Bureau of No. of % of
Name Systems § Systems | Systems | No. % No. % No. % No. % No. % Ne. %
Agsncy
Totat

C. Quarterly IT Security Reporting and the President’s Management Agenda
Scorecard

Both the POA&Ms and IT security performance measures quarterly updates enable the
agency and OMB to monitor agency remediation efforts to more accurately identify progress
and problems. Additionally, these updates are also used to assess agency IT security status
and progress under the Expanding E-Government Scorecard under the President’s
Management Agenda.

IT security is one of a number of critical components agencies must meet to get to green (or
yellow) for the E-Gov Scorecard. If the I'T security criteria are not successfully met, agencies
will not be able to move forward to yellow or green, regardiess of their performance against
other E-Gov criteria. These quarterly updates from agencies directly inform the quarterly
scorecard assessment.

To get to green for the IT security component of the E-Gov Scorecard agencies must:

» Demonstrate consistent progress in remediating IT security weaknesses through their
POA&Ms;

e Have IG verify that there is a Department-wide IT security POA&M process; and

e Have 90% of operational 1T systems properly secured (e.g., certified and accredited),
including mission-critical systems.

To get to yellow for the 1T security component of the E-Gov Scorecard agencies must:
s Demonstrate consistent progress in remediating I'T security weaknesses through their
POA&M updates and either:
» Have I1G verify that there is a Department-wide 1T security POA&M process; OR
e Have 80% of operational IT systems properly secured (e.g., certified and accredited).
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In the instance where an IG finds through their FY03 FISMA evaluation that the agency does
not have an agency-wide IT security POA&M process that meets OMB criteria, OMB will
work with the agency and 1G to ensure that after the agency has addressed the weaknesses
identified by the IG, a timely follow-on review by the IG occurs. This step will avoid
unnecessary delays in preventing an agency from moving forward on their E-Gov Scorecard.
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IL POA&M Instructions

The following instructions explain how the POA&M should be completed. Attached is one
example POA&M for a program and one for a system. Fach illustrates the appropriate level
of detail required. Once an agency has completed the initial POA&M, no changes should be
made to the data in columns 1, 4, 5, and 7. The heading of each POA&M must include the
unique project identifier from the exhibits 300 and 53, where applicable.*

Column 1 -- Type of weakness. Describe weaknesses identified by the annual program
review, 1G independent evaluation or any other work done by or on behalf of the agency.
Sensitive descriptions of specific weaknesses are not necessary, but sufficient data must be
provided to permit oversight and tracking. Where it is necessary to provide more sensitive
data, the POA&M should note the fact of its special sensitivity. Where more than one
weakness has been identified, agencies should number each individual weakness as shown in
the examples.

Column 2 -- Identity of the office or organization that the agency head will hold responsible
for resolving the weakness.

Column 3 -- Estimated funding resources required to resolve the weakness. Include the
anticipated source of funding (i.e., within the system or as a part of a cross-cutting security
infrastructure program). Include whether a reallocation of base resources or a request for new
funding is anticipated. This column should also identify other, non-funding, obstacles and
challenges to resolving the weakness (e.g., lack of personnel or expertise, development of new
system to replace insecure legacy system, etc).

Column 4 -- Scheduled completion date for resolving the weakness. Please note that the
initial date entered should not be changed. If a weakness is resolved before or after the
originally scheduled completion date, the agency should note the actual completion date in
Column 8, “Status.”

Column 5 -- Key milestones with completion dates. A milestone will identify specific
requirements to correct an identified weakness. Please note that the initial milestones and
completion dates should not be altered. If there are changes to any of the milestones the
agency should note them in the Column 6, “Changes to Milestones.”

Column 6 -- Milestone changes. This column would include new completion dates for the
particular milestone. See example.

Column 7 -- The agency should identify the source (e.g., program review, 1G audit, GAO

“OMB Circular A-11 requires that agencies develop and submit to OMB business cases
(exhibit 300) for major IT projects. Additionally, each agency submits an exhibit 53, a list of
both major and non-major IT systems. The agency assigns a unique identifier to each system
and includes it with these exhibits.
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audit, etc.) of the weakness. Weaknesses that have been identified as a material weakness,
significant deficiency, or other reportable condition in the latest agency Inspector General
audit under other applicable law (e.g., financial system audit under the Financial Management
Integrity Act, etc). If yes is reported, also identify and cite the language from the pertinent
audit report.

Column 8 -- Status. The agency should use one of the following terms to report status of
corrective actions: Ongoing or completed. “Completed” should be used only when a
weakness has been fully resolved and the corrective action has been tested. Include the date
of completion. See example.
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1. &As on POA&Ms and Quarterly Updates

What is a POA&M?

A plan of action and milestones (POA&M) is a tool that identifies tasks that need to be
accomplished. It details resources required to accomplish the elements of the plan, any
milestones in meeting the task, and scheduled completion dates for the milestones. The
purpose of a POA&M is to assist agencies in identifying, assessing, prioritizing, and
monitoring the progress of corrective efforts for security weaknesses found in programs and
systems.

How many POA&Ms should an agency prepare?

An agency should develop a separate POA&M for every program and system for which
weaknesses5 were identified in the FISMA reports, as well as those discovered during other
reviews including GAO audits, financial system audits, and critical infrastructure
vulnerability assessments. Thus, the POA&Ms should either reflect consolidation with, or be
accompanied by, other agency plans to correct security weaknesses found during any other
review done by, for, or on behalf of the agency, including GAO audits, financial system
audits, and critical infrastructure vulnerability assessments.

Who in the agency is responsible for developing a POA&M?

Agency program officials must develop, implement, and manage corrective action plans for
all systems that support their operations and assets. ClOs must develop, implement, and
manage corrective action plans for all programs and systems they operate and control.

Who uses the POA&M?

These plans are designed to be used largely by: (1) CIOs, program officials, and other
appropriate agency employees to track progress of corrective actions; (2) 1Gs to perform
follow-up work with agencies; and (3) OMB to assist in its oversight responsibilities and to
inform the budget process.

How is the POA&M tied to the budget process?
To promote greater attention to security as a fundamental management priority, OMB

integrated IT security into the capital planning and budget process. This integration is already
producing tangible benefits by promoting security that comports with the agency’s enterprise
architecture, supports business operations, and is funded within each information system over
its life-cycle. To further assist in this integration, the POA&Ms and annual security reports
must be cross-referenced to the budget materials sent to OMB in the fall including exhibits
300 and 53.

Specifically, for each POA&M that relates to a project (including systems) for which a capital
asset plan and justification® (exhibit 300) was submitted or was a part of the exhibit 53, the

5 The term weakness refers to any and all weaknesses, not just material weaknesses.

SOMB Circular A-11 requires that agencies develop capital asset plans for all capital asset
acquisition projects and report to OMB, via an exhibit 300, those plans for all major
acquisitions. For information technology projects, plans for major systems must be reported
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unique project identifier must be reflected on the POA&M. This identifier will provide the
link to agency budget materials.

On all POA&Ms which reflect estimated resource needs for correcting reported weaknesses,
agencies must specify whether funds will come from a reallocation of base resources or a
request for new funding. While the POA&Ms will not be used as agency funding requests by
OMB, a brief rationale should be provided when a request for new funding is contemplated.

Are there special considerations for POA&M:s for national security systems or DOD mission
critical svstems?

Yes. Due to their special sensitivity and the unique way they are addressed in FISMA,
reporting weaknesses in national security systems as well as certain systems under the control
of the Department of Defense and Intelligence Community is being addressed differently than
for other systems. Although we certainly suggest that agencies document corrective plans of
action for their own use, we are not prescribing a particular format. Prior to reporting such
corrective action plans to OMB, we request that you consult with us so that we can make
appropriate arrangements as to level of detail and sensitivity of what you should report. We
have made special arrangements with the Department of Defense and could adapt that
procedure for the use of other agencies in reporting on national security systems.

What format should an agency use to create a POA&M?
Agencies must use the attached spreadsheet-type format for their POA&Ms. Ata minimum,

agency POA&Ms must contain the information found on the attached spreadsheet. Each
program and system where a weakness was identified should have its own POA&M.
Agencies may submit their POA&Ms to OMB via email or on diskette as a Microsoft Excel
spreadsheet.

Should gquarterly IT security reports be sent to the OMB Director from the agency head?
No. Quarterly updates may be emailed to OMB by the agency CIO.

May agencies release their POA&Ms outside of OMB?

To maximize the usefulness of these plans, OMB intentionally and specifically tied the plans
to the budget process. This assists both the agencies and OMB in determining and prioritizing
budget decisions. As a result and by design, these plans contain predecisional budget
information. Per longstanding Executive Branch policy and practice, OMB and the agencies
have a responsibility to maintain the confidentiality of the deliberative discussions that led to
the President’s budget decisions.

Congress clearly has a need for information about an agency's information security activities
and FISMA compliance in order to carry out its oversight role. Therefore agencies may
release to Congress, as requested, the following information (as described under section II,
POA&M Instructions) from their POA&Ms: 1) type of weakness as reported under column 1;

to OMB. Agencies assign a unique identifier to each system and apply it to the exhibit 300
and 53.

28



132

2) key milestones as reported under column 5; 3) any milestone changes as reported under
column 6; 4) source of identification of the weakness as reported under column 7; and 5) the
status of the weakness as reported under column 8. This will enable agencies to release
information from their POA&Ms to Congress so that it may carry out its oversight role, while
preserving the confidentiality of the Executive Branch's pre-decisional budget discussions.

What leve] of detail and sensitivity should the POA&Ms include?

Detailed descriptions of specific weaknesses are not necessary, but sufficient data is necessary
to permit oversight and tracking. For example, to the maximum extent practicable agencies
should use the types of descriptions commonly found in reports of the GAO and IGs such as
“inadequate password controls,” “insufficient or inconsistent data integrity controls,”
“inadequate firewall configuration reviews,” *background investigations not been performed
prior to system access,” “physical access controls are insufficient,” etc. Where it is necessary
to provide more detailed data, the POA&M should note the fact of its special sensitivity.

What security precautions is OMB taking to adequately protect the POA&Ms?

As with all sensitive information within OMB, access to POA&Ms (particularly the collection
of all POA&MSs) will be limited to those OMB officials and staff that have an explicit
business purpose for their use.
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ATTACHMENT D

Definitions of Key Words Referenced in OMB Guidance

Adequate Security (defined in OMB Circular A-130, Appendix I11, (A)(2)(a))

Security is commensurate with the risk and magnitude of the harm resulting from the loss,
misuse, or unauthorized access to or modification of information. This includes assuring that
systems and applications used by the agency operate effectively and provide appropriate
confidentiality, integrity, and availability, through the use of cost-effective management,
personnel, operational, and technical controls.

Capital Planning and Investment Control Process (as defined in OMB Circular A-130, (6)(c))
A management process for ongoing identification, selection, control, and evaluation of
investments in information resources. The process links budget formulation and execution,
and is focused on agency missions and achieving specific program outcomes.

General Support System or System (defined in OMB Circular A-130, (A)(2)(c))

An interconnected set of information resources under the same direct management control
which shares common functionality. A system normally includes hardware, software,
information, data, applications, communications, and people. A system can be, for example, a
local area network (LAN) including smart terminals that supports a branch office, an agency-
wide backbone, a communications network, a departmental data processing center including
its operating system and utilities, a tactical radio network, or a shared information processing
service organization (IPSO).

Information Security (defined by FISMA, section 3542(b)(1)(A-C)) Protecting information
and information systems from unauthorized access, use, disclosure, disruption, modification,
or destruction in order to provide — (A) integrity, which means guarding against improper
information modification or destruction, and includes ensuring information nonrepudiation
and authenticity; (B) confidentiality. which means preserving authorized restrictions on access
and disclosure, including means for protecting personal privacy and proprietary information;
and (C) availability, which means ensuring timely and reliable access to and use of
information.

Information Technology (defined by the Clinger Cohen Act of 1996, sections 5002, 5141 and
5142)

Any equipment or interconnected system or subsystem of equipment that is used in the
automatic acquisition, storage, manipulation, management, movement, control, display,
switching, interchange, transmission, or reception of data or information. For purposes of this
definition, equipment is used by an agency whether the agency uses the equipment directly or
it is used by a contractor under a contract with the agency which (1) requires the use of such
equipment or (2) requires the use, to a significant extent, of such equipment in the
performance of a service or the furnishing of a product. Information technology includes
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computers, ancillary equipment, software, firmware and similar procedures, services
(including support services), and related resources. It does not include any equipment that is
acquired by a Federal contractor incidental to a Federal contract.

Major Application (defined in OMB Circular A-130, {A)(2)(d))

An application that requires special attention to security due to the risk and magnitude of the
harm resulting from the loss, misuse, or unauthorized access to or modification of the
information in the application. Note: All Federal applications require some level of
protection. Certain applications, because of the information in them, however, require special
management oversight and should be treated as major. Adequate security for other
applications should be provided by security of the systems in which they operate.

Major Information System (defined in OMB Circular A-11, section 300)

A system that requires special management attention because of its importance to an agency
mission; its high development, operating, or maintenance costs; or its significant role in the
administration of agency programs, finances, property, or other resources. Large
infrastructure investments (e.g., major purchases of personal computers or local area network
improvements) should also be evaluated against these criteria. Your agency Capital Planning
and Investment Control Process may also define a "major system or project." All major
systems or projects must be reported on exhibit 53. In addition, a "major" IT system is one
reported on your "Capital Asset Plan and Business Case,” exhibit 300. For the financial
management mission area, "major” is any system that costs more than $500,000.
Additionally, if the project or initiative directly supports the President's Management Agenda
Items, then the project meets the criteria of "high executive visibility". Projects that are E~
Government in nature or use e-business technologies must be identified as major projects
regardless of the costs. If you are unsure about what systems to consider as "major," consult
your agency budget officer or OMB representative. Systems not considered "major" are
"small/other.”

National Security System (defined in FISMA, section 3542 (b)(2)(A-B))
(A) The term "national security system" means any information system (including any
telecommunications system) used or operated by an agency or by a contractor of an agency, or
other organization on behalf of an agency--
(i) the function, operation, or use of which--
(1) involves intelligence activities;
(11) involves cryptologic activities related to national security;
(1) involves command and control of military forces;
(1V) involves equipment that is an integral part of a weapon or weapons system; or
(V) subject to subparagraph (B), is critical to the direct fulfillment of military or
intelligence missions; or
(ii) is protected at all times by procedures established for information that have been
specifically authorized under criteria established by an Executive order or an Act of
Congress to be kept classified in the interest of national defense or foreign policy.
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(B) Subparagraph (A)(i)(V) does not include a system that is to be used for routine
administrative and business applications (including payroll, finance, logistics, and personnel
management applications).

Plan of Action and Milestone (defined in OMB Memorandum 02-01)

A plan of action and milestones (POA&M), also referred to as a corrective action plan, is a
tool that identifies tasks that need to be accomplished. It details resources required to
accomplish the elements of the plan, any milestones in meeting the task, and scheduled
completion dates for the milestones. The purpose of the POA&M is to assist agencies in
identifying, assessing, prioritizing, and monitoring the progress of corrective efforts for
security weaknesses found in programs and systems.

Program Review (defined by OMB guidance)

A program review, in the context of the work required under FISMA, is a review of the
security status of an operational program and is not a security program itself. Each program
must be reviewed annually to ensure: 1) risk assessments occur; 2) policies and procedures
are risk-based and cost-effective and comply with existing laws and OMB policy; 3) security
awareness training for all employees; 4) management testing and evaluation of the
effectiveness of information security policies and procedures; 5) a process for remedial action;
and 6) procedures for detecting, reporting, and responding to security incidents.

IT Security Costs (defined in FY05 OMB Circular A-11, section 53)
In determining information and IT security costs, Federal agencies must consider the
following criteria to determine security costs for a specific IT investment:

1. The products, procedures, and personnel {Federal employees and contractors) that are
primarily dedicated to or used for provision of IT security for the specific 1T investment.
Do not include activities performed or funded by the agency Inspector General. This
includes the costs of:

risk assessment

security planning and policy

certification and accreditation

specific management, operational, and technical security controls (to include access
control systems as well as telecommunications and network security)
authentication or cryptographic applications

education, awareness, and training

system reviews/evaluations (including security control testing and evaluation)
oversight or compliance inspections

development and maintenance of agency reports to OMB and corrective action plans as
they pertain to the specific investment

contingency planning and testing

physical and environmental controls for hardware and software

auditing and monitoring

computer security investigations and forensics
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* reviews, inspections, audits and other evaluations performed on contractor facilities and
operations.

2. Other than those costs included above, security costs must also include the products,
procedures, and personnel (Federal employees and contractors) that have as an incidental
or integral component, a quantifiable benefit to IT security for the specific IT investment.
This includes system configuration/change management control, personnel security,
physical security, operations security, privacy training, program/system evaluations whose
primary purpose is other than security; systems administrator functions; and, for example,
system upgrades within which new features obviate the need for other standalone security
controls.

3. Many agencies operate networks, which provide some or all necessary security
controls for the associated applications. In such cases, the agency must nevertheless
account for security costs for each of the application investments. To avoid “double-
counting” agencies should appropriately allocate the costs of the network for each of the
applications for which security is provided.

In identifying security costs, some agencies find it helpful to ask the following simple
question, “If there was no threat, vulnerability, risk, or need to provide for continuity of
operations, what activities would not be necessary and what costs would be avoided?”
Investments that fail to report security costs will not be funded therefore; if the agency
encounters difficulties with the above criteria they must contact OMB prior to submission of
the budget materials.

Security Plan (defined in OMB Circular A-130, Appendix 11, (A)(3)a)(2)(a-g))

For General Support Systems: Agencies shall implement and maintain a plan for adequate
security of each general support system. The security plan shall be consistent with guidance
issued by NIST. Independent advice and comment on the security plan shall be solicited prior
to the plan's implementation. System security plans must include: 1) a set of rules of behavior
concerning use of, security in, and the acceptable level of risk for, the system; 2) required
training for all users to ensure security responsibilities are met; 3) personnel controls; 4) an
incident response capability to share information concerning common vulnerabilities and
threats; 5) continuity of support; 6) cost-effective technical security products and techniques;
and 7) written management authorization, based upon the acceptance of risk to the system,
prior to connecting with other systems.

(defined in OMB Circular A-130, Appendix III, (A)(3)(b)(2)(a-g))

For Major Applications: Agencies shall implement and maintain a plan for the adequate
security of each major application, taking into account the security of all systems in which the
application will operate. The plan shall be consistent with guidance issued by NIST. Advice
and comment on the plan shall be solicited from the official responsible for security in the
primary system in which the application will operate prior to the plan's implementation.
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Application security plans must include: 1) a set of rules concerning use of and behavior
within the application; 2) specialized training for all individuals prior to access that is focused
on their responsibilities and the application rules; 3) personnel security controls; 4)
contingency planning; 5) appropriate security controls; 6) appropriate rules garnering the
sharing of information from the application; and 7) public access controls where an agency's
application promotes or permits public access.

Security Program (defined in OMB Circular A-130, Appendix HI, (A)(3))

Agencies shall implement and maintain a program to assure that adequate security is provided
for all agency information collected, processed, transmitted, stored, or disseminated in general
support systems and major applications.

Each agency's program shall implement policies, standards and procedures which are
consistent with government-wide policies, standards, and procedures issued by OMB, the
Department of Commerce, the General Services Administration, and the Office of Personnel
Management. Different or more stringent requirements for securing national security
information should be incorporated into agency programs as required by appropriate national
security directives. At a minimum, agency programs shall include the following controls in
their general support systems and major applications: 1) assign responsibility for security; 2)
have a security plan for all systems and major applications; 3) provide for the review of
security controls; and 4) require authorization before processing.
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Mr. PurNaM. Thank you very much, Mr. Rush.

Our next witness is Ellis Merschoff. Mr. Merschoff is the Chief
Information Officer for the Nuclear Regulatory Commission. Prior
to serving as CIO, Mr. Merschoff was the Director of the Western
Region for NRC. He had worked at NRC in various capacities since
leaving the U.S. Navy in 1980. He was awarded the Presidential
Distinguished Executive Award in 2000 and is a licensed profes-
sional engineer.

Welcome to the subcommittee. You are recognized for 5 minutes.

STATEMENT OF ELLIS W. MERSCHOFF, CHIEF INFORMATION
OFFICER, NUCLEAR REGULATORY COMMISSION

Mr. MERSCHOFF. Thank you, Mr. Chairman. I appreciate this op-
portunity to testify with regard to the activities of the U.S. Nuclear
Regulatory Commission as they relate to the Federal Information
Security Management Act.

The mission of the NRC is to regulate the Nation’s civilian use
of byproduct, source, and special nuclear materials to ensure pro-
tection of public health and safety, to promote the common defense
and security, and to protect the environment. Our headquarters is
located in Rockville, MD, with regional offices located in Pennsyl-
vania, Georgia, Illinois, and Texas. We have a technical training
center located in Tennessee and resident inspector sites located at
70 nuclear power plants and fuel-cycle facilities around the coun-
try.

Although I have been the NRC’s chief information officer for only
9 months, I have been with the NRC, as you stated, for 24 years.
Of those 24 years, I was an NRC line manager for 18 years and
served as a regional administrator for 6 years. I understand the
operational and business needs of the NRC which allows me to con-
tribute a perspective that enables the agency to effectively apply
information technology to meet the business needs of the NRC
while achieving the appropriate level of computer security for the
agency.

As an agency, we have 4,000 interconnected computers that ex-
change approximately 100,000 e-mail messages and receive another
40,000 e-mail messages from the Internet every day. On a daily
basis, we experience 500 attempts at reconnaissance of our sys-
tems, strip out 300 suspicious e-mail attachments, identify 100 at-
tempts at denial-of-service attacks and isolate 10 virus occurrences.

The NRC has identified all major operational applications and
support systems, each of which has been certified and accredited.
Outstanding findings from risk assessments and other evaluations
are entered into a tracking system, monitored and closed out when
resolved. We review the security controls for each of these systems
on an annual basis, using the self-assessment process provided by
NIST and benefit from a strong working relationship with NRC’s
Office of the Inspector General.

The NRC emphasizes computer security awareness at all levels
of the organization, from senior management to the individual em-
ployee and contractor. We require that each employee take an an-
nual computer security awareness course which is available online
to ensure accessibility at the employee’s desktop.



139

The NRC holds an annual observance of International Computer
Security Awareness Day, which has grown in participation over the
past 10 years. In November 2003, close to half of our headquarter’s
population attended this event.

Like all Federal agencies, the NRC must contend with viruses
and other malicious software. We download new virus definitions
to all desktops and deploy relevant computer security patches as
soon as testing ensures compatibility with the NRC’s mission-relat-
ed software. The NRC also utilizes announcements to notify staff
about viruses, hoax, spam, and scams that might affect our staff.
Ask Cyber Tiger is a regular column in the NRC’s newsletter that
seeks to answer employees’ computer security questions. Our com-
puter security staff created Cyber Tiger about 8 years ago to act
as a spokesman and a logo character to convey our computer secu-
rity messages.

The NRC is the only Federal agency with a comprehensive elec-
tronic document management system known as ADAMS for which
the agency received the Archivist of the U.S. Achievement Award.
ADAMS supports the creation, storage, retrieval and management
of documents and records related to the NRC’s core business func-
tions. The system stores the agency’s record copy in electronic form
for efficient transfer to the National Archives and Records Admin-
istration. Users can search for, view the image of and print docu-
ments at their work stations regardless of geographic location.
ADAMS software identifies and authenticates users and applies ac-
cess controls to ensure that each document is viewed or modified
only by appropriate individuals.

In summary, the NRC operates with offices across the Nation.
We take computer security requirements very seriously and work
toward a seamless integration of computer security in our day-to-
day operations. The NRC’s computer security challenges continue
to evolve, and we continue to revise our program to address these
new requirements. I appreciate the opportunity to appear before
%ou today, and would be pleased to answer any questions you may

ave.

[The prepared statement of Mr. Merschoff follows:]
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Mr. Chairman and Members of the Subcommittee, | want to thank you for this
opportunity to testify with regard to the activities of the U.S. Nuclear Regulatory Commission

(NRC), as they relate to the Federal Information Security Management Act (FISMA).

| will outline the NRC’s responsibilities and the security issues that arise in meeting
those responsibilities. | will then address the NRC'’s efforts to achieve FISMA compliance, and

will highlight a few of the NRC'’s information technology (IT) systems.

The NRC was created as an independent regulatory agency in 1975, taking over the
regulatory functions of the former Atomic Energy Commission. The mission of the NRC is to
regulate the Nation’s civilian use of byproduct, source, and special nuclear materials to ensure
adequate protection of public health and safety, to promote the common defense and security,
and to protect the environment. The NRC’s scope of responsibility includes regulation of
commercial power plants; research, test, training reactors; fuel cycle facilities; medical,
academic, and industrial uses of nuclear materials; and the transport, storage, and disposal of

nuclear materials and waste.

Our headquarters is located in Rockville, Maryland, with regional offices located in
Pennsylvania, Georgia, lilinois, and Texas. We also have a technical training center located in
Tennessee, and we have resident inspector sites located at 70 nuclear plant and fuel cycle
facilities around the country. For Fiscal Year 2004, the agency has a budget of $626 million

and staffing of 3,059 full-time equivalents (FTE).
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The NRC is headed by five Commissioners, who are appoirited by the President and
confirmed by the Senate to serve for five-year terms. The Executive Director for Operations
(EDO), currently Dr. William D. Travers, carries out the policies and decisions of the
Commission and oversees the agency’s day-to-day operations. The Office of the Chief
Information Officer (OCIO) is one of 15 headquarters and regional offices under the direct

purview of the EDO.

The NRC recognizes the importance of providing a comprehensive framework for
ensuring the effectiveness of information security controls over information resources that
support Federal operations and assets and provides for development and maintenance of
controls required to protect Federal information and information systems. The NRC has
histarically been focused on technical safety and security issues, and computer security is
another facet of that overall concern. Congressional oversight and participation in Federal CiO
groups have helped focus our computer security efforts to more effectively protect our
computer systems. NRC has had a computer security program since 1980 and has adequately
budgeted for the agency’s information technology requirements. Our focus on computer
security from project inception and throughout the project life cycle has enabled us to

appropriately protect our computer systems.

As an agency, we have 4,000 interconnected computers that exchange approximately
100,000 email messages and receive another 40,000 email messages from the Internet every
day. On a daily basis, we intercept an estimated 2,500 SPAM messages; experience 500

attempts at reconnaissance of our systems; strip out 300 suspicious email attachments; identify
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100 attempts at denial-of-service attacks; and isolate 10 virus occurrences. In 2003, our
monthly status reports to the Federal Computer Incident Response Center (FedCIRC)

recounted more than 67,000 non-debilitating incidents.

The agency’s external Web site comprises approximately 30,000 pages of information,
which are visited an average of 350,000 times per month, by people in 175 countries, for a total
of more than 3,000,000 pages viewed each month. Each year, we publish approximately 200
nuclear regulatory documents, edit about 15,000 pages, and respond to thousands of requests

for information in the library and public document room.

As | mentioned, the NRC has had a formal computer security program in place since
1880. As the basis for that program, the NRC follows Federal guidance from the Office of
Management and Budget (OMB), the National Security Agency (NSA), the General Accounting
Office (GAO), and the National Institute of Standards and Technology (NIST). We also
participate in a variety of related Federal organizations, including the Computer Security
Program Managers’ Forum, the Federal Information Systems Security Educators’ Association,
and the Committee on National Security Systems and its working groups. In addition, we
interact with the Department of Homeland Security (DHS), FedCIRC, the Computer Emergency
Response Team at Carnegie Melion, the Computer incident Advisory Capability under the
Department of Energy, and other recognized computer security organizations with which we
cooperatively monitor situations and share alerts, methods of dealing with problems, and

related information.
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The NRC considers the agency’s overall computer security needs alongside other
funding requests, and the computer security needs of projects are an integral part of our capital
planning and investment control process. We carefully review IT-related budget submissions to
ensure that computer security is appropriately included. OMB approved the NRC’s major {T
system Capital Asset Plans and Business Cases Exhibit 300s with overall high ratings of “4”
and “5,” with “5” being the best possible rating. This approval of every NRC Exhibit 300 verifies
that the agency employs sound project management, presents a strong business case for each
IT investment, and meets other administration priorities to define the cost, schedule, and
performance goals for each investment. Scoring criteria include support for the President's
Management Agenda, acquisition management, performance goals, security and privacy,

performance-based management, and life-cycle costs.

The NRC’s management directives define agency policy and are the foundation upon
which all agency work is performed. The “Automated Information Systems Security Program
Management Directive” defines the NRC’s computer security policy and defines applicable
organizational responsibilities and delegations of authority. This document also includes a
handbook, which the agency uses to implement the policy, referring to other Federal guidance

as appropriate.

The NRC has identified all major operational applications and general support systems,
each of which has been certified and accredited. Outstanding findings from risk assessments,
system security plans, security tests and evaluations, contingency plan tests, certifications, and

accreditations are entered into a tracking system, monitored, and closed out when resolved.
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We also review the security controls for each of these systems on an annual basis, using the
self-assessment process provided by NIST. Each system must be recertified and accredited
every three years or when a major modification is made to the system. New system
developments or system modifications are reviewed for computer security issues at appropriate

steps of the system development life cycle.

Another contributing factor to the success of the NRC computer security program is the
strong working relationship between my staff and the staff of the Office of the Inspector
General. Identified security issues are raised as they are found and discussed throughout the

year in a collegial environment between the two offices to aid in issue resolution.

The NRC emphasizes computer security awareness at all levels of the organization,
from senior management all the way down to the individual employee and contractor. The NRC
requires that each employee take an annual computer security awareness course. The NRC
has implemented this course as an online resource, to ensure accessibility at the employee’s
desktop. The online course presents topic area information, followed by a short quiz that
enables the employee to determine how well he or she understood the information. Each
employee can raise questions about the course and its content, make suggestions for
improvement, request test modification throughout the course, and return to the course
whenever he or she wishes to review particular segments. By the end of 2003, 98.5 percent of
our employees, interns, and contractors had satisfactorily completed the course. We track
completion by office and report to each office how many of the staff members have completed
the course and how this number relates to the completion rate of other offices. This friendly

competition has helped to improve participation.
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The NRC also has an online course for [nformation Systems Security Officers (1IS80s),
which 100 percent of our ISSOs have completed. While only 33 agency employees have
significant IT security responsibilities and are required fo take this course, an additional 255
employees and contractors have taken the ISSO course to further their knowledge and

understanding of information security.

The OCIO also hosts an annual observance of International Computer Security
Awareness Day, which has grown in participation over the past 10 years. In November 2003,
close 1o half of our headquarters population attended this event. In hosting this annual event,
we use different themes each year. The day begins with a special guest speaker, followed by
vendor exhibits in our exhibit haill. Our computer security staff representatives distribute
informative brochures, as well as anti-virus software for employees to use on their home
machines (as permitted by our site license.) We also have a year-round rotating poster

campaign in all elevator lobbies of the headquarters and regional facilities.

Like all Federal agencies, the NRC must contend with viruses and other malicious
software, and we expeditiously deal with the presence of such software within the NRC'’s
network through isolation and extermination. We automatically download virus definitions to ail
desktops to ensure the currency of the information, and we deploy relevant computer security
patches as soon as testing ensures compatibility with the NRC’s mission-related software. The
NRC also utilizes Network Announcements (distributed via email and on our internal Web site)
to notify staff about viruses, hoaxes, SPAM, and scams that might affect our staff while at work
or even on their personal computers at home. Our computer security staff representatives also

contribute articles to the NRC’s monthly “News, Reviews, & Comments” newsletter. “Ask



147

7
CyberTyger” is a regular column in the newsletter that seeks to answer employees’ computer
security questions. Our computer security staff created CyberTyger about eight years ago to
act as a spokesman and logo character to convey our computer security messages. This

character has since been replicated and used by other Federal agencies.

It is also appropriate to note that the NRC is the only Federal agency with a
comprehensive electronic document management system, known as the Agencywide
Documents Access and Management System (ADAMS), for which the agency received the
Archivist of the United States Award of Excellence. ADAMS supports the creation or capture,
storage, retrieval, management, and dissemination of documents and records related to the
NRC’s core business functions, such as the licensing and regulatory oversight of nuclear
reactor operations and other activities involving regulation of nuclear materials and nuclear
waste. Access to these documents by both NRC staff and the public is essential to enable the
NRC to carry out its mission. The system captures documents upon receipt or signature, and
stores them electronically in a single central location or repository, rather than in numerous
office-level locations, thereby ensuring the integrity and availability of the document collection.
The systern also allows for electronic distribution of incoming documents, thereby eliminating
substantial paper duplication efforts and making documents more quickly available for review.
Because ADAMS makes documents available in electronic form, the system improves sfficiency
by effectively facilitating the re-use of documents by agency staff. The system also stores the
agency’s record copy in electronic form for efficient transfer to the National Archives and
Records Administration. In addition, users can search for, view the image of, and print

documents at their workstations, regardiess of geographic location. As a result, documents are
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now available to the public in minutes rather than weeks, and can be viewed and downloaded at

no charge.

ADAMS customers and stakeholders include all NRC staff and licensees; law firms;
various public interest groups and professional organizations; medical offices and hospitals;
schools, universities, and students; many local, State, and Federal government agencies; and
other members of the public. Nonetheless, access to documents stored in ADAMS is contingent
upon the nature of the document. Some documents are available to everyone, but others can
be viewed only by those with the proper authorization. ADAMS software identifies and
authenticates users and applies access controls to ensure that each document is viewed or

modified only by appropriate individuals.

The NRC receives electronic copies of documents from agency stakeholders, including
the public, through our Electronic Information Exchange (EIE) system. EIE provides the
capability to securely receive material related to official agency business from NRC customers
and other Federal agencies across the Internet. The EIE system uses public key infrastructure
and digital signature technology to authenticate documents, validate the identity of the person
submitting the information, encrypt submitted data for storage in the EIE database, and decrypt
stored data during retrieval from the database. This supports voluntary electronic submission
of documents by interested parties to official agency proceedings, including licensees under

Title 10, Part 50, of the Code of Federal Regulations (10 CFR Part 50).

Coupled with EIE, the NRC's Licensing Support Network (LSN) portal is the mechanism

by which the parties (and potential parties) to the future high-level waste repository licensing
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adjudication are to make all relevant documentary material available. The LSN replaces the
classic “discovery” document exchanges among parties with electronic access to discovery
materials beginning prior to the docketing of a license application. The Web-based LSN portal
(www.lsnnet.gov) connects each party’s document collections on whatever hardware and
software platform they choose, within general guidelines reflecting agreed upon standards and

formats.

In summary, the NRC operates with offices across the Nation and interacts with the
public in general informational, regulatory, and discovery interchanges. In each of these
interchanges, we take the inherent computer security requirements very seriously and work
toward a seamless integration of computer security in our day-to-day operations. The NRC's
computer security challenges continue to evolve, and we continue to revise our computer

security program to address these new requirements.

| appreciate the opportunity to appear before you today and | would be pleased to
answer any questions you may have.

#H##
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Mr. PurNaM. Thank you very much, Mr. Merschoff.

Our fourth witness for the second panel is Kerry Weems. Mr.
Weems is in his 23rd year of Federal employment, 21 of those
being at the Department of Health and Human Services. In 1988,
Mr. Weems left the Social Security Administration and began work
for the budget office in the Office of the Secretary, Department of
Health and Human Services. Since then, he has served in a variety
of capacities ranging from senior analyst to branch chief and divi-
sion director. In June 2002, he became Deputy Assistant Secretary
for Budget and, since January 2003, has served as Acting Assistant
Secretary for Budget, Technology, and Finance.

You are recognized for 5 minutes. Welcome to the subcommittee.

STATEMENT OF KERRY WEEMS, ACTING ASSISTANT SEC-
RETARY FOR BUDGET, TECHNOLOGY AND FINANCE, DE-
PARTMENT OF HEALTH AND HUMAN SERVICES

Mr. WEEMS. Thank you, Mr. Chairman. It is a pleasure to be
here. And thank you for inviting me today.

Today, I would like to describe to you the existing efforts HHS
has undertaken to improve the security posture of our agency and
to comply with Federal legislative and regulatory directives.

In its most recent FISMA report, HHS reported 222 systems, 13
programs and 77 contractor operations and facilities, all of which
require information technology protection. I would first like to sum-
marize the current state of information technology security within
HHS and the actions underway to address identified weaknesses
and improvements that are currently underway.

I am pleased to report that improvements are being made in the
management of information security at HHS. We have built a solid
foundation and policy and procedures for IT security operations
and management, including a series of supporting guides to assist
personnel throughout HHS in understanding and implementing se-
curity policies and guidance. These policies and guides form a com-
mon baseline for standard IT security throughout the Department,
which our operating divisions can exceed if their business oper-
ations require stronger protections.

Updates were also made on previous policies to meet new guid-
ance from OMB, specifically in the areas of privacy impact assess-
ments, plan of actions and milestone, security performance, meas-
ures and metrics, security program reviews, and self assessments.
Additional updates were made to address newly emerging tech-
nologies.

In addition to these efforts, the Secretary launched Secure One
HHS, a comprehensive program that blends targeted IT security,
technical support and assistance with managerial and operational
changes designed to improve the methods and practices of all per-
sonnel with IT security responsibilities throughout the Depart-
ment. This program provides the framework for adequately secur-
ing our information systems.

In fulfilling this initiative, HHS has demonstrated its commit-
ment to protect the health and welfare of the American public. Key
focus areas of Secure One HHS currently include critical infra-
structure protection, system and program level security develop-
ment, FISMA compliance, which includes numerous subcomponents
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such as certification and accreditation and incorporation of plans of
actions and milestones as a management tool.

In less than a year, HHS has made major progress in employing
an extensive security program and increasing the level of security
throughout HHS. We have taken decisive steps to remediate the
weaknesses identified in the FISMA report, drafted new policies
and issued new guidance considering integration of security into
the system development lifecycle. We have linked IT security with
capital budgeting by improving and integrating IT security ele-
ments into the exhibit 53 and 300 submissions required by OMB,
and we have augmented our procedures for the IT investment re-
view board to ensure that IT security is addressed before new in-
vestments are made. We have implemented a streamlined yet very
intensive support structure that provides our operating division
with automated tools that improve and centralize data collection
and reporting of FISMA plans of action milestones.

HHS has also licensed an automated NIST self-assessment tool
to standardize and facilitate the department-wide utilization of
NIST guidance. These tools are supplemented by extensive support
and monthly plan of action and milestone review meetings with the
information security officer of each operating division.

HHS has also drafted guidance concerning security certification
and accreditation and developed remediation plans for ensuring
certification and accreditation of all appropriate systems.

CNA compliance has increased in the last 6 months and is well
on its way to exceeding its goal of 90 percent by June 30th of this
year. As of today, we have achieved nearly 60 percent with a goal
of 70 percent for the end of this month.

For systems that have not completed CNA, each system has a
specific remediation plan targeting their path toward certification.
Recently, security remediation plans have been expanded to track
privacy impact assessments as well as linkages between system se-
curity and capital planning relationships. The chief information se-
curity officer has conducted reviews of the training and awareness
policies and practices currently in place and issued guidance re-
garding the management of mandatory annual user security-aware-
ness training.

Last, HHS is developing a departmental security operations cen-
ter that will significantly improve our incident response capabilities
and institutionalize a more rigorous defense against malicious
hackers and other threats.

Thank you. That ends my testimony.

[The prepared statement of Mr. Weems follows:]
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Thank you for inviting me here before you today. It is an honor to have the opportunity
to work with the subcommittee as it leads the effort to increase the security posture of
all departments and agencies throughout the Federal Government. As the US
Government's principal agency for protection of the health of all Americans, HHS is
charged with carrying out a wide range of diverse missions that touch the lives of all
Americans. Today, I would like to describe for you the extensive efforts undertaken to

improve the security posture at HHS and to comply with federal legislative priorities.

The HHS mission covers a wide spectrum of activities including medical and social
science research, prevention of infectious diseases, food and drug safety, financial
assistance, child support enforcement, health, substance abuse treatment and
prevention, comprehensive health services for Native Americans, the eradication of
child abuse and care for the elderly. HHS consists of twelve Operating Divisions
(OPDIVs), including eight agencies in the U.S. Public Health Service and three Human
Services agencies that manage more than 300 programs with diverse missions. In
addition, HHS is the largest grant-making agency in the Federal Government,

providing approximately 60,000 grants per year.

In an effort to increase the efficiency with which HHS provides services to the public,
HHS has greatly expanded its reliance upon information technology (IT). In its most
recent Federal Information Security Management Act (FISMA) submission, HHS
reported 222 systems, 13 programs and 77 contractor operations and facilities, all of
which require IT security protection. HHS recognizes that a clearly defined and
comprehensive IT security strategy is essential to continue supporting the delivery of
critical health, safety, and wellness services to the public, and to safeguarding the

information entrusted to HHS by the public.

I'would first like to summarize the current state of information security within the

Department, the actions underway to address identified weaknesses, and the
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improvements that we are putting in place to improve our overall IT security

management.

I am pleased to report that continual improvements are being made in the management
of information security at HHS. We have thoroughly analyzed the previous findings of
this subcommittee, as well as the audits and analyses of other groups such as the OMB
and the Office of the Inspector General, and have used these as a foundation for our IT

Security Program Plan and our Five Year IT Security Strategic Plan.

Similarly, we have built a solid foundation in policy and procedures for IT security
operations and management, including a series of supporting guides to assist personnel
throughout HHS in understanding and implementing security policies and OMB
guidance. These policies and guides provide a common baseline standard for IT
security throughout the Department, which OPDIVs can exceed if their business
operations require stronger protections. We have published final versions of the
following guides:

* Baseline Security Requirements Guide

* Configuration Management Guide

= Certification and Accreditation Guide

»  Web Security Guide

* Risk Assessment Guide

» HIPAA Compliance Guide

= [T Penetration Testing Guide

* Incident Response Planning Guide

Updates were also made on previous policies to meet new guidance from OMB,
specifically in the areas of Privacy Impact Assessments (PIAs), Plan of Actions and
Milestones (POA&M), security performance measures and metrics, security program
reviews, self-assessments, system characterization, and resource categorization.

Additional updates were made to address newly emergent technologies, such as Voice-
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Over Internet Protocol, wireless communications and wireless LANSs, malicious code,
system-to-system interconnection, peer-to-peer software and multifunctional wireless

devices.

HHS has taken decisive steps to remediate the weaknesses identified in the last FISMA
report. We have drafted new policy and issued guidance concerning the integration of
security into system development life cycles. We have linked IT security with capital
budgeting by improving our integration of IT security elements into our Exhibit 53 and
300 submissions, and we have augmented procedures for our IT Investment Review
Board to ensure that IT security is addressed before new investments are made. We
have implemented a streamlined, yet very intensive support structure that provides our
OPDIVs with automated tools that improve and centralize data collection and reporting
of FISMA POA&Ms and OMB management and reporting requirements through the
HHS Information Security Data Management (ISDM) tool. HHS has also licensed an
automated National Institute for Standards and Technology (NIST) 800-26 Self-
Assessment tool, DataCure, Inc.’s Security Self-Assessment Tool (SSAT), to standardize
and facilitate the Department-wide utilization of this important NIST guidance. These
tools are supplemented by extensive coaching support, and monthly POA&M review

meetings with the Information Security Officer of each OPDIV.

HHS has also drafted guidance addressing security certification and accreditation, and
developed remediation plans for ensuring certification and accreditation (C&A) of all
appropriate systems. C&A compliance has increased by 32% in the last six months and
is well on its way to exceeding the goal of 90% C&A compliance by June 30, 2004. For
systems that have not completed C&A, each system has a specific remediation plan
targeting their path towards certification in order to enforce accountability for
compliance with FISMA. Recently, security remediation plans have been expanded to
track privacy impact assessments (PIA), as well as linkages between system security
and capital planning relationships. The Chief Information Security Officer (CISO) has

conducted reviews of the training and awareness policies and practices currently in
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place for each OPDIV, developed gap analyses between these policies, established
requirements and best practices, and issued guidance regarding the management of
mandatory annual user security awareness training. Lastly, HHS is developing a
Departmental Security Operations Center (SOC) that will significantly improve our
incident response capabilities and institutionalize a more rigorous defense against

malicious hackers and other threats.

Specifically, HHS has established a system of IT security-specific effectiveness and
efficiency metrics that are used to track our progress throughout the year, rather than
just through quarterly snapshots of status. Examples of these metrics include the
percentage or number of systems with incident prevention, protection, and response
capabilities, and the number of HHS employees who completed security awareness
training, to name but a few. Metrics are updated and reviewed as required by
departmental policy. These metrics enable IT security to be incorporated into the
existing management information frameworks within each OPDIV, and will better
illustrate the progress that an OPDIV has made in addressing security weaknesses and
managing its IT security program. HHS is continuing to expand and refine these
metrics to adapt to operational and regulatory changes and to provide ever-increasing

usefulness for HHS management oversight.

In addition to this effort, HHS created and launched “Secure One HHS,” a
comprehensive program that blends targeted IT security technical support and
assistance with managerial and operational changes designed to improve the methods
and practices of all personnel with IT security responsibilities throughout the
Department. This program provides the framework for adequately securing our
information systems as required by the FISMA and is thoroughly described later in my
remarks. In fulfilling this initiative, HHS continues to demonstrate its commitment to

protect the health and welfare of the American public.



157

Drivers Towards Increased Security
A number of legislative, internal and external factors have guided HHS forward toward

an enterprise wide approach to security. These factors include the following:

> Emerging role of HHS as a key organization in the area of Homeland Security
— Certain Homeland Security initiatives, such as first-responder programs for
biological, chemical, and terrorism attacks, and other domestic emergencies rely
heavily on HHS resources and capabilities for information. Should key security
functions be compromised during a crisis, critical information and IT resources

could be compromised, worsening the impact of any emergency.

» Growing Impact of Security — As IT resources play an increasingly important
part in fulfilling our mission of “improving the health, safety, and well being of
the American people,” our mandate requires us to protect those resources from
the ever-increasing incidents of denial of service (DoS) attacks, computer viruses,

system intrusions, and other malicious IT attacks.

» Office of the Inspector General (OIG) Audits and Reports — The HHS OIG
conducts annual evaluations of the Department’s information systems to identify
weaknesses and determine vulnerabilities. These audits help substantiate that
ongoing security protections meet both Federal guidelines and established IT
security best practices, and enable HHS and OPDIV management to prioritize

needed security improvements.

» Secretary Priorities — HHS Secretary Tommy Thompson has publicly stated that
IT security is one of his top priorities. His One HHS vision also has ramifications
within IT security: from the need to enhance communication and collaboration
across HHS, to the need to consolidate IT infrastructures and common

administrative systems while maintaining an overarching IT security program.
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» HHS Enterprise Strategic Goals: IT security is directly integrated into three of
HHS' five Enterprise Strategic Goals:
o Provide a secure and trusted IT environment.
o Enhance the ability of the Nation’s healthcare system to effectively
respond to bioterrorism and other public health challenges.

o Achieve excellence in IT management practices.

» HHS Enterprise IT Strategic Plan - The HHS Enterprise IT Strategic Plan for FY
2003-FY 2008 defines the Department’s IT mission, vision, goals, initiatives and

measures including the development of an HHS IT security program.

Progress
In response to the above drivers, HHS has developed a comprehensive program to
satisfy mission critical IT requirements. Three of the largest initiatives undertaken by
the Department in FY2003 demonstrate the ongoing efforts to continuously strengthen
the HHS security posture:

» Critical Infrastructure Protection Plan and Project Matrix

> Creation and launch of the “Secure One HHS” program

» Increased implementation of Managed Security Services
These initiatives reflect the Department’s dedication to the rapid and sustained
improvement of the IT security of the HHS information systems and the data that these

systems transmit, process and store.

Critical Infrastructure Protection

The primary purpose of the CIP effort is to strengthen the Department’s overall security
posture in compliance with Homeland Security Presidential Directive/HSPD-7, which
requires that the Executive Branch assess the cyber vulnerabilities of the nation’s critical
infrastructures —~ information and communications, energy, banking and finance,
transportation, water supply, emergency services, and public health, as well as those
authorities responsible for the continuity of federal, state, and local governments. This

requirement is clarified in National Plan for Information Systems Protection Version 1.0
7
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which states, “[t}he initial necessary step in preparing a defense of critical information
systems and computer networks is a thorough assessment of the potential critical

infrastructure system assets, interdependencies, and vulnerabilities.”

The Project Matrix effort is an objective evaluation process designed to assist
departments and agencies in determining their nationally critical functions and
supporting infrastructure. While many of the Federal Government’s infrastructure
assets support national security, economic security, and public health and safety, not all
require intensive protection activities. Project Matrix is designed to identify critical
functions, services, and infrastructures that may require additional protections, so that
resources are applied effectively and efficiently. HHS has been a leader in

implementing Project Matrix.

The Critical Infrastructure Protection (CIP) initiative is centrally managed by Office of
Information Resource Management (OIRM) and requires close coordination with all
OPDIV Chief Information Security Officers (CISO) and Information Systems Security
Officers (ISS0). CIP activities include revalidation of Project Matrix Phase I findings,
Project Matrix Phase II analysis for CIP assets, Certification and Accreditation for CIP
assets, FISMA corrective actions for CIP assets and update of the HHS CIP Plan and

Automated Information Systems Security Program Handbook.

HHS launched its first Project Matrix effort in 1999, completing Phase I in 2000. Later
legislation changed the Project Matrix methodology from an asset focused evaluation to
one centered on function, thereby requiring HHS to revisit its Phase I work. In October
2003, HHS completed its revised Phase I, (the identification of critical functions and
services and the primary supporting cyber and physical assets,) and successfully
updated the CIP Plan. HHS depends on approximately 900 assets (both cyber and

physical) to conduct day-to-day operations. The Department, with the assistance of the
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Department of Homeland Security, identified twenty-four nationally critical assets and

thirty critical functions.

The Department has initiated Project Matrix Phase I, the interdependency analyses on
the critical assets. An interdependency analysis, or value chain analysis, is conducted
on each nationally critical function and service in order to identify infrastructure
functions, linkages, dependencies, potential vulnerabilities, and points of failure that
could impact availability, reliability, and security of the asset, thereby hindering its
performance. By way of illustration, Phase II Value Chain analyses were completed for
the following functions at FDA:
» Approving the marketing of biologic products to include blood, vaccines, tissue,
allergenics and therapeutics;
= Providing health warning information regarding post-market drugs and biologic
products.
We anticipate completing the interdependency analysis for both cyber and physical

assets in 2006.

The steps in the Project Matrix methodology serve as the cornerstone of effective CIP
management and provide important data to further infrastructure identification
processes where assets are analyzed, dependencies recognized, vulnerabilities realized,
threats identified and mitigation taken to prevent security weaknesses. One of the
benefits of this effort is that it has improved the communication between HHS physical
and cyber security operations as well as expanded the understanding of how cyber and
physical assets interact. The information collected as part of this process is reported to
OMB, as required by OMB Circular A-130, Appendix III, “Security of Federal
Automated Information Resources” (A-130); Government Performance and Results Act
(GPRA) Agency reports, and FISMA. Results of the analysis also provide information
helpful to fulfilling reporting requirements, audits, risk mitigation and ensure efficient

use of resources for security planning and budgeting.
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Secure One HHS

Following Secretary Thompson’s One HHS vision, we are implementing “Secure One
HHS.” The mission of Secure One HHS is to create an enterprise-wide secure and
trusted IT environment in support of the overall HHS mission. Secure One HHS also
identified program goals that define outcomes that support and enable the achievement

of the Secure One mission. The Secure One HHS goals are the following:

Goal 1 - Improve the overall HHS IT security posture to protect confidentiality,
integrity, and availability of IT resources.

Goal 2 - Ensure minimum security standards enterprise-wide, consistent with Federal
guidelines and best practices.

Goal 3 - Support integration of IT security into HHS lines of business.

Goal 4 - Promote an environment where all employees’ actions reflect the importance of

IT security.

These goals provide the basis for development of the IT security program’s action plans.
The action plans provide detailed information on how the HHS IT security objectives
will be executed, and are based on a results-oriented management approach. To ensure
program success, Secure One HHS and the HHS CISO continuously track the progress

of each action plan through a series of performance indicators.

As part of Secure One HHS, the Department has implemented a strong governance
structure that clearly defines roles, responsibilities, and security expertise at both the
Headquarters (HQ) and OPDIV levels. At the enterprise level, the Department CIO
leads all Departmental IT efforts. At the OPDIV level, each OPDIV has its own CIO and
IT security officer who is responsible for the IT security program within that OPDIV

and responsible for compliance with the Secure One HHS Program.

This structure was selected because a “one size fits all approach” does not work for

managing IT security within large and complex organizations like HHS. By managing
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the program at the HQ level, HHS is establishing a consistent IT security foundation
across the OPDIVs. However, by having OPDIVs control the implementation of HHS
IT security policies, each OPDIV is empowered to incorporate or exceed standard HHS
security controls consistent with their own unique operational risk levels and operating
environments. For example, the HHS network connection security policy does not limit
connections only to those from government owned equipment, whereas the FDA policy
permits only FDA-owned equipment to connect to its internal network through its
remote access solution. This policy helps FDA to ensure devices connecting to the FDA
network are properly configured, and continuously maintained, and to adhere to the
FDA security standards, thereby reducing the potential risk posed by poorly configured
machines. This approach allows for the development of needed IT security standards
while allowing the OPDIVs the flexibility and customization necessary to effectively

protect their own systems, environments, and organizational missions.

Structurally, Secure One HHS is comprised of two distinct components: Program
Development and Program Implementation. The Program Development component
focuses on ensuring compliance with federal IT security mandates and regulations, as
well as internal HHS goals and objectives (e.g., full certification and accreditation of
Departmental systems). Additionally, the Program Development component
determines the strategic direction of Secure One HHS. There are six focus areas
supporting the Program Development component: Strategic Planning, Oversight and
Evaluation (O&E), Performance Management, Policy and Guidance (P&G), Security
Operations Center (SOC), and Security Architecture. The Program Implementation
component provides targeted IT security implementation assistance to the OPDIVs.
This implementation support helps enable the OPDIVs to achieve a consistent IT
security baseline across the Department, while still allowing them to implement IT
security measures commensurate with their own risk. Six focus areas compose the
Program Implementation function: Service Design and Delivery (SD&D), Enterprise

Integration (EI), Education and Awareness (E&A), Outreach, Privacy, and HHS Net.

11
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Description

Strategic Planning

Develops the strategy of the maturing Secure One HHS and
ensures that the strategy aligns with IT security priorities.

Enterprise Integration

Provides support and facilitates integration of IT security into
enterprise initiatives.

Policy and Guidance

Coordinates and drafts policies and guidance in support of the
maturing Secure One HHS.

Oversight and Reviews and evaluates Secure One HHS compliance with
Evaluation Federal Regulations, policy, and guidance.
Provides the data collection, analytical, instructional, and
Education and communications services required to assess current training
Awareness initigtives, make recommendations, and produces and
implements IT Security Education and Awareness products.
Provides OPDIVs advisory services and implementation
Outreach support, including FISMA surge support, and POA&M

workshops, as part of a maturing Secure One HHS.

Service Design and
Delivery

Develops and implements communications and service
strategies to increase awareness, drive adoption, and build pride
and trust in the Secure One HHS.

Performance
Management

Provides process and technical infrastructure for quantifying
all aspects of performance of the Secure One HHS, determining
causes of problems, and empowering performance improvement
within the context of mission priorities.

Security Operations
Center

Provides the CISO with oversight and analytical capabilities as
they relate to IT security incidents within the Department.
Establishes incident reporting capability and ensures
coordination of incident response with the OPDIVs. Also
centralizes patch management services.

Security Architecture

Supports HHS EA vision by establishing enterprise-wide
security standards and integrating security in the HHS lines of
business and determines the requirements and standards for the
target architecture.

Develops and formalizes appropriate OCIO standards and
management processes, resulting in the annual report of
privacy compliance as required under Section 208 of the E-

Privacy Government Act of 2002. This function is also responsible for
collecting and monitoring privacy impact assessments at the
depariment level.

Supports HHSnet development team to ensure appropriate IT

HHSnet Security security measures and safeguards are incorporated into the

Support network infrastructure, thus increasing the IT security baseline

across the Department.

Key focus areas of the Secure One HHS Program currently include critical infrastructure
protection (CIP), system and program level security development, and FISMA
compliance, which includes numerous subcomponents such as C&A and incorporation

of Plans of Action and Milestones (POA&M) as a management tool. Secure One HHS
12
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enhances collaboration, communication and knowledge sharing within HHS and across
the Federal Government. At the same time the enhancement for security to HHS assets
provides safety and service to the American public through increased access to data and

information.

The specific focus areas and activities of Secure One HHS have been developed to
address the range of security practices and needs required by the diverse HHS
enterprise and to support all IT security requirements. The focus areas give Secure One
HHS the flexibility necessary to continue with its planned evolution. By targeting
resources at specific IT security areas of focus, Secure One HHS is poised to continue to

adapt to the changing nature of IT security threats and federal IT security requirements.

Ultimately, Secure One HHS contributes to the Department’s maturing management
programs and processes to improve the selection and evaluation of IT investments.
HHS recognizes that all system security activities rely on an accurate and documented
count of systems to ensure that sensitive information is protected. As such, establishing
a comprehensive systems inventory has been a high priority in the Department. Our
inventory efforts are closely interconnected with the HHS enterprise architecture efforts
and remediation plans that are underway in order to benefit from synergies and

consistencies across the enterprise.

At HHS, the relationship between the processes for IT system development and system
inventory management and that of IT budgeting continues to expand. Justification of
additional funds for existing projects as well as requests for new funding must account
for security. One of the Secure One HHS standards is that all investments must be
reviewed and approved by the CISO prior to submission to the IT Investment Review
Board (ITIRB). If the project does not meet expectations in the area of security, the
investment will not be allowed to proceed. Additionally, the ITIRB will not approve
funding for projects without responsible risk management. HHS has also implemented

a new capital planning and investment control (CPIC) policy and set of procedures to
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reduce the risk of inadequate security protections as well as removing redundancies
across investments enterprise-wide. We are also implementing a portfolio management
tool that will enhance our visibility over IT investment projects and support the CPIC
analysis. We believe the processes we have in place make capital planning and

implementation at the program/system level more efficient, effective, and secure.

Managed Security Services
Managed Security Services includes 24/7 monitored Intrusion Detection Systems (IDS),
vulnerability scanning, forensic analysis and related services. The Managed Security

Services initiative has three key activities:

1. Establishing an incident response program which helps prevent, detect and manage
information security incidents for HHS;

2. Providing a standardized process for identifying network vulnerabilities; and

3. Implementing a standardized process for responding to information security

incidents in a timely manner.

The Managed Security Services activity includes 24/7 intrusion detection. Vulnerability
scanning, security architecture, the installation of security prevention devices, and
network monitoring services are other aspects of this Secure One HHS initiative. Over
the past year, HHS has installed over three hundred additional intrusion detection
devices and is in the process of installing another two hundred to provide an additional
defense layer for the HHS network. The project also includes the addition of
vulnerability scanning of HHS networks, servers and systems. The Managed Security

Services initiative is a key component of the HHS Security Operations Center (SOC).
Integration of Security into Department wide initiatives

HHS is committed to ensuring enterprise wide security standards. Currently, three

major Enterprise wide initiatives are underway, (UFMS, HHSnet, and the Small OPDIV

14



166

Infrastructure Consolidation,) all of which will require coordination and integration of

high priority safeguards.

UFMS

Launched by Secretary Thompson as part of the One HHS initiative, the Unified
Financial Management System (UFMS) directly supports the President’s Management
Agenda (PMA) for financial management reform by consolidating and improving

internal controls and financial reporting for the Department.

UFMS has two major components -- a part to support CMS called the Healthcare
Integrated General ledger Accounting System (HIGLAS), and a part to support the rest
of the Department. The goal of the UFMS program is to have an integrated
Department-wide financial system that consistently produces relevant, reliable and
timely financial information to support decision-making and cost-effective business
operations at all levels throughout the Department. Benefits include:
¢ Reducing the resources and infrastructure needed to perform financial
operations;
* Reducing the number of information flows between the administrative and core
financial systems;
s Streamlining both internal and external financial reporting, and enable
consolidated HHS financial reporting; and

o Taking advantage of advanced technical capabilities.

From system inception, the HHS's enterprise wide UFMS has planned and provisioned
to secure the system and protect its data. UFMS serves as a flagship for the Department
for its thoroughness in proactively addressing security at all levels. Management,
operational, and technical controls are being implemented, thus providing a robust

protection hierarchy.
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The Healthcare Integrated General ledger Accounting System (HIGLAS) will give CMS
enhanced oversight of Medicare contractor accounting systems and will provide high
quality, timely data for decision-making and performance measurement. The new
system, which uses commercial-off-the-shelf software that has been certified by the
Joint Financial Management Improvement Program, is an application solution

that will reduce internal control weaknesses through the assignment of

strict roles and responsibilities of all its users.

HHSnet

The Department of Health and Human Services (HHS) Office of Information Resource
Management (OIRM) has initiated a department-wide effort to modernize and
consolidate the HHS networking and computing environment to a common IT
infrastructure with common administrative systems shared by all OPDIVs and Staff
Divisions (STAFEDIVs). Consistent with the Secretary’s One HHS vision, the effort
calls for the consolidation of HHS Wide Area Networks (WANSs) and the consolidation
of multiple service providers to a single service provider and a shared network
backbone for the HHS enterprise network. The resulting system is referred to as

HHSnet.

While HHSnet is intended to facilitate collaboration and efficiencies of service among
the organizations of HHS, the consolidated solution also targets the three primary
principles of security: confidentiality, integrity and availability. Based on controls
planed for the final solution, HHSnet participants will benefit from a heightened
security stance that will not only offer more security for inter-department
communications, but will establish redundancies and sharing capabilities to
dramatically increase the availability of services, assets and data. By standardizing the
security stance of the new system, HHSnet will achieve a level of trust amongst HHS

entities that is currently unparalleled.
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There are three phases associated with the implementation of HHSNet. Phase I,
expected to be completed this April, focuses on establishing a common HHS network
backbone that allows HHS data traffic to pass securely between OPDIVs on the
Government managed network instead of using the internet for connectivity. The goal
of Phase I is to consolidate network vendors for each OPDIV under a single set of
security parameters and providing a more manageable security environment. This
effort will reduce the total number of Internet pipes going into HHS and help us to

better secure these access points.

Phase II focuses on the traffic and services shared between OPDIVs. The goal of Phase
I is to establish the infrastructure and security necessary to facilitate collaboration
among the OPDIVs. This phase establishes what can be easily referred to as a “business
partners” network, and institutes a common level of trust between the OPDIVs,
standardizing the manner in which traffic is routed and filtered between both enterprise
services and OPDIV specific communications. HHS and OPDIV stakeholders are still
considering the final design for adoption, but it will incorporate centralized incident

monitoring and response and redundancy for disaster recovery purposes.

Phase I1I focuses on consolidating connections to the Internet. The goal of Phase Il is to
use centralized access to external resources while facilitating a standard set of security
controls for inbound and outbound traffic. The final design is still under consideration,
but will include a common firewall and intrusion detection solution to control inbound

and outbound traffic,

OPDIV Infrastructure Consolidation

Small OPDIV Infrastructure Consolidation:

Prior to the implementation the HHS consolidation programs, OPDIVs relied on

multiple helpdesks, call centers and network vendors to provide IT infrastructure

support. One major consolidation effort that is greatly improving reliability, availability
17
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and confidentiality of HHS data is the consolidation of IT Infrastructure of the small
OPDIVs (AoA, ACF, AHRQ, OS, SAMSHA, OIG and PSC). The IT Service Center
(ITSC) provides IT infrastructure support for these OPDIVs. Through this
consolidation, HHS has reduced the number of IT infrastructure support FTE from 144
to 53. One support contract replaced eight existing support contracts. This will
streamline trouble handling and security incident response. Service hours have been
expanded for all locations; including 24x7 network monitoring and call center services
allowing HHS to respond to network issues quickly, even during non-duty hours. A
single Call Center has been established to accept and manage all service requests, giving
the ITSC a broad picture of the health and welfare of the network environment. Plans
to consolidate servers and network devices are being developed and will be
implemented in the next 18 months. Software and network standards will be
implemented during the same period. Through these measures the ITSC will be

positioned to provide better monitoring, and support to our customers,

Large OPDIV consolidations

AS previously stated, prior to the implementation the HHS consolidation programs,
OPDIVs relied on multiple point of IT infrastructure within an OPDIV. To give a few

examples of the success of this effort:

During FY2003 National Institutes of Health (NIH) has:
¢ Consolidated 14 existing email services into one centrally managed service.
¢ Consolidated 25 existing IT Help Desks into one centrally managed service.
» Consolidated 16 wireless networks into one, improving interoperability and
security.
» Consolidated Security: Reduced four internet access points to two (necessary for

fail-over).
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Centers for Disease Control (CDC) has been working on the enterprise consolidation of
6 specific infrastructure services in FY 2003.
» Completed email server consolidation in November 2003.
e Reduced remote access servers from 6 to 2 in September 30, 2003,
» Consolidated 16 helpdesks to one centrally managed service.
» Consolidated hosting services from 30 to 1 by establishment of a Mid Tier Data
Center (MTDC) and hot site facility The MTDC initial operation began in July
2003. Network connectivity between hot site and MTDC was operational by
September 30, 2003. Ten mission critical applications are operational in the
MTDC with real-time data replication to the hot site and 4 more planned within

6 months. 165 servers and 33 Tera Bytes of data are managed under the MTDC,

Centers for Medicare and Medicaid Services (CMS) completed its IT consolidation in
2002. Lockheed Martin, under the Consolidated IT Infrastructure contract (CITIC),
assumed responsibility for the various components of the CMS IT infrastructure:
consolidation into a single integrated help desk, desktop services, voice
communications, mainframe, mid-tier, and network services, and hardware/software

maintenance.

Food and Drug Administration (FDA) established the Office of IT Shared Services in
October 2003. As a result an RFP for a single source performance-based contract for IT
infrastructure support was published on January 28, 2004. FDA has completely
transitioned to HHSnet and in fact leads the implementation and design teams in that
effort. FDA also appointed an Enterprise Architect that is aggressively moving
forward with the establishment of and FDA wide Architecture in accordance with the

HHS EA programs.

As with the ITSC and the small OPDIVs these consolidations will pay security
dividends through better reporting measures, decreases in response time during a

security event and providing a secure, stable platform to host and transport HHS data.
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HHS Enterprise Architecture

HHS is currently developing an approach to integrate security within the HHS
Enterprise Architecture. This approach is being designed to employ OMB’s Federal
Enterprise Architecture reference models, security standards and secure processes
advanced within government and industry. In response to these challenges, HHS will
integrate security into the HHS Enterprise Architecture focusing on lines of business
rather than using a system centric approach. The approach has been based on the
guidance of OMB and NIST security guidance to develop a blueprint for a business

driven enterprise security architecture solution leveraging the federal enterprise.

This program is necessary to ensure the protection of information and information
systems categorized as National Critical Infrastructure, National Security Information,
HHS Mission Critical, and all other sensitive assets. Protection of these assets is
required in accordance with Homeland Security Presidential Directive-7 (HSPD-7),
Public Law 100-235 (Computer Security Act of 1987), OMB Circular A-130, Federal
Information Security Management Act (FISMA), federal regulations, and Executive

Branch directions.

HHS Enterprise Email System (HHS-EES)

The consolidation of multiple HHS email systems into a single department wide e-mail
system will improve the overall security of communications within the Department.
Currently, there are over 200 e-mail servers, each with unique security, disaster
recovery, and continuity of operations issues. By consolidating, the Department can
ensure that all 75,000 users will have the same high standard of anti-virus protection,
uniformly controlled physical and electronic system access, and improved system
availability during emergencies. Additionally, by moving email systems out of
potential terrorist targets, such as the NIH or CDC, the overall threat to the security of

the system is reduced.
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OPDIV SPECIFIC ACCOMPLISHMENTS

Centers for Disease Control

The Centers for Disease Control plays a critical role in protecting the public from the
most widespread, deadly and mysterious threats against our health. CDC serves as the
national focus for public health surveillance, bioterrorism preparedness, and outbreak
investigations. Because of its importance for both Health and Human Services and
Homeland Security, as well as the fact that it is a high profile target for malicious
hackers and terrorists, the CDC has an especially significant need to protect its critical
IT resources and the extremely sensitive and important information contained within

them.

In the context of carrying out its mission, the CDC collects individually identifiable
health information used to identify, monitor, and respond to disease, death, and
disability among populations. This data must be protected to preserve individual
privacy and respect individual dignity while maintaining the quality and integrity of
health data.

CDC remains committed to federal and state public health information security and
privacy practices, and is vigilantly implementing IT security controls to protect both the
health and the privacy of the American public. During FY2003, CDC implemented a
digital certificate program within the public health arena that enables for the secure and
protected transmission of sensitive and critical information between public health
organizations, including HHS. Over 6000 certificates were issued to external partners
supporting 28 public health surveillance efforts. In addition, a special “two-factor
authentication” program was established that allowed over 9,700 staff and partners to

access the internal CDC network securely from virtually anywhere in the world.

CDC has also implemented the Secure One HSS intrusion detection initiative and
installed both network-based and host-based intrusion sensors on critical systems and

instituted full around the clock intrusion monitoring. This effort has enabled CDC to
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increase the efficiency and effectiveness of its counter-intrusion activities. These
technical and operational improvements have been complimented by an mandatory
internal training program aimed at educating CDC employees and partners about the
importance of IT security and their roles in protecting the information and IT resources
with which the CDC has been entrusted. The CDC is proud to report that 99.92% of all

employees have completed the security awareness training.

National Institutes of Health

The National Institutes of Health (NIH) is the principal biomedical research agency of
the Federal government. NIH seeks to expand fundamental knowledge about the
nature and behavior of living systems and apply that knowledge for improving human
health and reducing the burdens resulting from disease and disability. The NIH also
supports biomedical and behavioral research domestically and abroad, conducts
research in its own laboratories and clinics, trains researchers and promotes the

acquisition and dissemination of medical knowledge.

Researchers collaborating from around the world to solve complex health problems
require a computing environment that balances the need for open scientific
collaboration against protection of data falling into the wrong hands. In 2003, NIH
changed its open network architecture to a restricted and consolidated firewall
architecture that preserved the communications and collaborations necessary for NIH
research and operations, but also dramatically reduced the potential for successful
network intrusions. In addition, multiple virus walls, (including file stripping
techniques,) were employed to enhance security in depth. These key network
components have not only protected NIH against last year’s worms and viruses but
continue to provide protection against the latest round of attacks and attempted

infections.

The NIH has coupled these technical improvements with changes in management and

operations. The NIH CIO chairs a management committee that provides senior
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leadership and direction on the NIH-wide IT security program. The committee
evaluates issues related to the security and privacy of NIH IT systems and data,
including but not limited to: (1) uniform and prioritized policy and procedures for
system security problem avoidance and response; (2) appropriate technological

approaches; (3) external access; and (4) backup and disaster prevention and recovery.

Operationally, the NIH Computer Security Awareness and Training Program is a
highly successful initiative. More than 98% of NIH employees have taken the training,
which applies an award-wining, web-based training approach. National and
international organizations, including universities and medical schools, continue

to request the course for their own staff. NIH provides a wide portfolio of IT
security classroom courses that include basic security awareness to highly advanced
training for IT security professionals. Timely and informative articles are included

in agency newsletters (e.g., the importance of maintaining up-to-date patches and
antivirus software), and brochures and extensive guidance documents are available to
staff. Institute/Center IT security personnel pursue the HHS-sponsored professional
certification courses, as well as advanced technical training to ensure knowledgeable,
well-trained staff supports the agency. Additional training is offered at the monthly
ISSO meetings, which are open to all IT security staff.

Food and Drug Administration
The Food and Drug Administration (FDA) ensures the safety of foods and cosmetics

and the safety and efficacy of pharmaceuticals, biological products and medical devices.

Recently, the FDA successfully designed and implemented a remote access solution to
enable authorized users to securely access internal FDA resources from non-FDA
locations. Designed to allow only government (FDA) owned devices to remotely access
its IT resources, the FDA secure remote access solution employs best-of-breed security
technologies to provide “two-factor” user authentication and multiple layers of other

protections to safeguard potentially sensitive data (such as pharmaceutical patent or
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safety information) while it is resident on the computer and in transit. Inan
environment where innovative pharmaceuticals are reviewed to ensure that safe and
effective products reach the market in a timely way, secure remote access is paramount

to ensuring protection of both the integrity and sensitivity of this proprietary data.

In addition to its remote access solution, the FDA has implemented a robust security
architecture, applying a “defense-in-depth” approach to ensuring adequate protection
for its confidential information resources and its heavily visited public website. The
implementation and continued enhancement of this security architecture, which
includes various firewall technologies, an intrusion detection and monitoring
capability, multi-layered virus protection and a security-focused extranet design,

enables the FDA to more securely fulfill its mission.

The FDA has also successfully developed and implemented an information security
awareness program to ensure that all users of FDA information systems receive
adequate security training to perform their duties while meeting the IT security
obligations. This training has focused on the user’s responsibilities in maintaining
operational continuity, reducing IT security risks, and meeting Departmental and

Federal Government IT security rules and regulations.

FISMA Compliance Update

Since many of the gains mentioned above were realized after the FY 2003 FISMA cycle
was complete, the 2003 FISMA evaluation does not fully reflect the current state of the
IT security and privacy protections currently in place or in development throughout the

Department.

In less than a year, HHS has made major progress employing an extensive security
program and increasing the level of system security throughout HHS. The underlying

cause for most of the weaknesses raised by the IG in the FISMA 2003 report stemmed
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from the lack of an effective information security management program structure.
Secure One HHS was created to respond to these weaknesses, and improvements are
already being made. While there is more work to be done, significant progress has
been made in the managerial, technological, and operational levels throughout the
Department. HHS has made great strides in certification and accreditation, system
inventory, integration of security into capital planning, development of policies and
programs, training, and incident response. C&A compliance has increased by 32% in
the last six months and is well on its way to exceeding the goal of 90% C&A compliance
by June 30, 2004. For systems that have not completed C&A, each system has a specific
remediation plan targeting their path towards certification in order to enforce
accountability for compliance with FISMA. Recently, security remediation plans have
been expanded to track privacy impact assessments (PIA}, as well as linkages between

system security and capital planning relationships.

Essential to managing the Department’s security program is a comprehensive
understanding of the number and severity of existing weaknesses. As such, Secure One
HHS has created an automated POA&M reporting tool and has conducted POA&M
monthly meetings, process reviews, and workshops for OPDIV personnel. Quarterly
performance measures have also been implemented in order to improve the tracking of
POA&M progress. As a result of these efforts, POA&Ms are also now used as a fully
integrated IT management tool that tracks the correction of IT security weaknesses over
time and effectively validates funding requests for IT security. The POA&M effort has
been pivotal to improving management oversight by allowing comparison of multiple

data sources to verify and validate the data received from OPDIVs.

Next Steps

Because the IT threat environment is ever changing and federal requirements must be
adjusted to respond to these threats, HHS recognizes that our security program must

continually adapt. The Department remains unwavering in its commitment to
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continually seek out ways to improve the development, implementation, monitoring,
and oversight of IT security. The evolving nature of IT at HHS demands that increased
attention be placed upon IT security and its integration into the larger business and

program culture of the Department and its OPDIVs.

HHS is streamlining its IT security data collection and tracking process, increasing
management oversight and awareness, and reducing the overall time and resources
expended for IT security reporting. When fully implemented this effort will result in
more accurate, timely, and consistent data for budgetary and planning purposes.
However, the existence of automated tools is not enough; they must also be intuitive to
the user and provide a broad spectrum of actionable information. Therefore, HHS is
transforming its current IT security data collection process into a true performance
measurement initiative. Each Secure One HHS goal and objective has performance
measures that not only allow for measurement of program implementation, but are also
used to verify and validate the effectiveness and efficiency of implemented security

measures, as well as their impact upon HHS mission and business lines.

One of the fundamental reasons for the establishment of Secure One HHS is to support
the OPDIVs in adapting HHS IT security practices and incorporating them into their
unique lines of business. The Secure One HHS Communications Plan is designed to
facilitate this vision by developing a process to capture attention, gain understanding,
and ensure cooperation as HHS expands and integrates its IT security measures.

In addition to the Secure One HHS Communications Plan, a stronger and broader IT
security awareness program is being established to positively change and reinforce
behavior consistent with HHS IT security policy. The IT security awareness training
course, and IT security rules of behavior, focuses attention on computer and
information security, creating sensitivity to threats and vulnerabilities, and reinforces
the active application of recommended security practices. Together, the

implementation of both the Secure One HHS Communications Plan and the IT Security
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Awareness Plan provide the strategy for expanding stakeholder commitment to the IT

security program and driving cultural change within the Department.

Conclusion

HHS has made significant progress in implementing a comprehensive IT security
program. We recognize that a successful IT security strategy calls for the
institutionalization of sound IT security practices that are essential for the safeguarding
of the information entrusted to HHS by the citizens of this country. We remain
committed to this goal as we continue to implement the Secure One HHS Program and
HHS will continue to work to further improve and expand the capabilities of the HHS

IT security program.

In closing, I would like to reemphasize that HHS has a long history of protecting
information critical to the American public and is well aware of the critical importance
of security. We continue to listen and learn, and, we continue to act to improve how we
protect ourselves and preserve the public trust. We are doing our part to carry out
Congress’ will to safeguard our future — with confident commitment and

determination.
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Mr. PuTtNAM. If you have a wrap-up statement, you are welcome
to make it.

Mr. WEEMS. OK. I will be happy to do that.

We have made significant progress toward implementing an IT
security program. We recognize that a program and a strategy call
for the institutionalization of sound IT security practices that are
essential for safeguarding information entrusted to HHS by the
citizens of the country. We remain committed to this goal as we
continue to implement the Secure One HHS program. Thank you.

Mr. PutNaM. Thank you. I thank you for your sensitivity to the
little red light. Some people just keep right on going.

Mr. WEEMS. Mr. Chairman, I have sat behind many secretaries
who have had to watch the red light.

Mr. PUTNAM. It can be intimidating. When I was in the State leg-
islature, I had to testify before my first subcommittee, and it
freaked me out when I went yellow much less red.

Mr. Merschoff, you are the teacher’s pet of the panel. Your agen-
cy received an A, so we are going to give you all the first questions
and then sort of let you off the hook, I guess.

You know, relative to some of the other agencies and depart-
ments, the NRC is relatively small. How much of your success was
determined by your size and how much of your success is scalable
in that it could be easily replicated in a larger organization?

Mr. MERSCHOFF. I would say size is a function of the timeliness
of accomplishment and not the accomplishment itself. We are a full
scope agency. We develop new IT applications. The ADAMS that I
discussed is the first in the Government in terms of an electronic
records management system. We are developing another one for an
electronic courtroom for the high-level waste hearing.

So what we do is difficult, but being smaller allows us to proceed
at a pace that is easier to maintain than the large agencies. In
terms of scalable, I believe it probably is.

Mr. PutNAM. Now that you are on top, how institutional are your
changes? I mean, do you foresee remaining an A virtually indefi-
nitely? What types of changes do you have to make on an ongoing
basis to continue to meet those top standards for your A rating?

Mr. MERSCHOFF. Well, as Lewis Carroll said in Alice Through
the Looking Glass, you have to run really fast in this world to just
stay where you are, or words to that effect. The bar is being raised
continuously by OMB, so it will be harder this year to be an A than
it was last year. We have areas to continue to work on, two that
you have addressed already in terms of contingency plans and in-
ventories are areas we have work to do in. So there is important
work that remains to be done relative to our agency.

I have an outstanding staff, and I have the support of the senior
management within the agency to maintain computer security, so
I anticipate we will be able to meet the new challenges.

Mr. PurNAM. How have you implemented the accountability
within all of your managers and program directors? How is that ef-
fective, and how have you helped them make it, make information
and security a priority of their everyday life?

Mr. MERSCHOFF. We have established the corporate level proce-
dures that govern the IT systems, chief of which is the capital plan-
ning and investment control process. We have integrated security
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into the development of new systems, so a business line can’t de-
velop a new system without the approval of the Office of the CIO,
and embedded in that approval is working hand in hand with us
with security. So we have confidence that each new security system
we bring on line is robust in a security sense. And being a peer to
the other business line managers, they seek our help, and we pro-
vide it in terms of current operating systems.

Mr. PUTNAM. Your background is not technical in nature as it re-
lates to IT; you are an engineer, I believe. Do you think that has
helped you in understanding the importance of this and sharing it
with others? Do you think that you have more credibility with your
peers as an engineer as opposed to being an IT specialist?

Mr. MERSCHOFF. I would take issue with my background not
being technical. I'm an aerospace engineer and a mechanical engi-
neer.

Mr. PurNAM. Information technical.

Mr. MERSCHOFF. I'm not an IT professional. I believe that has
helped a lot. What I believe agencies need at the CIO level is an
executive that can hold people and programs accountable to achieve
certain goals. Engineering as a discipline is one that IT in general
can benefit from. Engineers look at redundancy and reliability and
bring a rigorous, disciplined thought process to systems develop-
ment that matches nicely with IT development and CPIC develop-
ment.

So the direct answer to your question, in terms of credibility, I
believe it helps a great deal. Having been a peer to the senior busi-
ness line managers in the agency, there is a trust in the budgeting
process and there is a trust in terms of the service delivery process
that I think helps us progress.

Mr. PurNAM. Thank you.

Mr. Rush, could you please elaborate on the additional financial
reporting requirements that took priority and pushed FISMA into
a secondary position that you referred to in your opening state-
ment?

Mr. RUSH. Yes, sir. In fiscal year 2002, we were the first Cabinet-
level agency at Treasury to accelerate our financial reports to the
shortened deadline of November 15th. Under Secretary Paul
O’Neill, much effort was expended to demonstrate that financial re-
ports had to be timely to be useful to managers. As we approached
2003, it was clear to OMB that was an important goal for all of the
CFO agencies. Thus, by late spring, early summer and immediately
following the divestiture of a lot of our resources, I met with the
assistant for management and we consulted with the Comptroller
of the United States Linda Springer and made clear that we
couldn’t meet the accelerated deadline for 2003 and meet our other
requirements given the resources that we had lost. We were clearly
able to produce one of those jobs but not both of them by the dead-
lines.

So the decision was that the IRS, the Bureaus, the Treasury IG
for tax administration and the Department would prepare their re-
port and send it to OMB on time and that the IG work that my
office does to bring FISMA to conclusion would be followed within
30 days of any successful accelerated financial statement report.
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Now, those discussions went on for a couple of weeks, and as I
indicated to you in my letter, when I distributed the report to you
I apologized for the first time, we did not think to notify this sub-
committee because we assumed that having coordinated with OMB
that information might have been available. I regret that. That was
my responsibly, and I am here to accept that responsibility.

But as between the two important jobs that we were facing as
we went into the fall, it was clear that the accelerated financial re-
port was the priority for Secretary John Snow and for the adminis-
tration.

Mr. PUTNAM. Is contracting out an option? I assume it will be,
based on your earlier remarks. Is it going to be your option in the
future to contract out the preparation of the FISMA reports?

Mr. RusH. It will have to be for the foreseeable future, because,
again, we are not moving our resources up. The President’s budget
request for 2005 gives us a substantial plus up over 2004. It almost
helps us recover from some of the divestiture. But the problem here
is timing. As we found last summer as we faced the decision of fi-
nancial statement reporting, FISMA reporting, if you can’t make
those decisions early enough in the audit cycle, you can’t get a con-
tract out there. Our problem was that we were going into this audit
period anticipating using our own resources to do the work, and
when we had this tradeoff decision, we found ourselves in the posi-
tion where it was too late to bring a contractor in because you still
have to supervise the contractor.

This year we're starting off with better understanding of our re-
sources, we're going to do more contract work for—our financial re-
porting, and we intend to use a contractor for most of our FISMA
work. We'll not do it for the national security systems that we re-
port on to you and others as classified reports.

Mr. PuTrNAM. You went from 165 to 62 staff in the IG’s office?

Mr. RusH. No, that’s just the audit staff.

Mr. PUTNAM. Audit staff. Is that proportional to the amount of
the department that was transferred to the Department of Home-
land Security?

Mr. RusH. Well, after a careful study of our audit program for
the 3 years prior to divestiture, we identified a need to transfer
somewhere between 30 and 35 percent of our staff to Homeland to
accompany the work that was associated with the Customs Service,
the Secret Service, the Federal Law Enforcement Training Center
and that part of the Bureau of Alcohol, Tobacco and Firearms that
went to the Justice Department. But for reasons still not clear to
me, we were cut 70 percent rather than 35 percent and we’ve been
playing catch-up.

That decision was made, and clearly people were trying to do the
right thing to establish the Department of Homeland. And I don’t
doubt that the people that we contributed to that IG office over
there have made a difference in the Department of Homeland Secu-
rity, but we had to actually go out and pick up about 12 people for
the financial statement audit cycle and detail them into our office
to get that audit done. And we are struggling.

Mr. PurNAM. The IRS and Bureau of Public Debt, those audits
are conducted by you or by the GAO?
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Mr. RusH. The IRS is done entirely by GAO and part of the pub-
lic debt is done by GAO. We rely on those reports to prepare the
consolidated. We’re responsible for the consolidated audit and the
bureau-level audits and special audits.

As you know, Treasury right now has eight different stand-alone
audits, everything from the gold and silver reserve to special ac-
counts. The recovery in D.C. pushed the pension funds from D.C.
into Treasury, so we have to manage an account from those funds
and do a financial statement on the retirement for judges and
teachers and police officers.

We do stand-alone audits for the Office of the Comptroller of the
Currency, the supervisor of national banks; the Office of Thrift Su-
pervision, the supervisor of the savings and loan industry. We do
stand-alone audits for other entities including the Financial Man-
agement Service, the check writer and the cash manager for gov-
ernment.

Mr. PUTNAM. And I hear where you're coming from on the rea-
sons for the delay.

At the end of the day, the score was a D, and I'm told probably
with the input of the IG’s report, had it been on time, would have
remained an F, the same scores received in 2002.

In your testimony, you attribute a fair amount of that to the IRS.
Could you elaborate on that?

Mr. RusH. Well, the IRS is the largest bureau of Treasury.
Treasury right now is about 115,000 116,000 people; 100,000 are
in IRS.

IRS has gone through major systems modernization for the last
4 or 5 years and into the foreseeable future. Their inability to accu-
rately identify the number of systems that they had really changes
all the numbers for Treasury because of the miscount or
undercount of systems and the failure to develop plans consistent
with all of those systems.

But I do not want to make that solely an IRS problem. Treasury
in every level, in every bureau, has very serious information secu-
rity problems.

Mr. PurNaM. Well, to your credit, you're very blunt and candid
in your opening statement and your submitted testimony to that
fact. And it is, considering the nature of Treasury and the informa-
tion it handles and the privacy issues surrounding it, people are
sensitive about what they pay in taxes and what they have, I
would think that you would be on the short list of folks that we
would really want to get it right. And so it is important that Treas-
ury can prove.

Mr. Weems and Mr. Corts, both of you are responsible both for
financial management and budget, as well as technology of your
agencies, I believe; is that correct?

Mr. Corts. That is correct.

Mr. PUTNAM. One of the most common complaints that we hear
is that the components level of departments don’t follow depart-
ment-wide policy on information technology and don’t feel com-
pelled to do so.

Do you find the same resistance when you direct budget or fiscal
policy for the Department? And why is there a lesser standard of
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accountability or responsiveness on issues related to information
technology? Mr. Weems and then Mr. Corts.

Mr. WEEMS. The hammer of the budget produces, usually, the
quickest results; if nothing else, it quickly gets the attention of the
component head and produces an appeal to the Secretary, to me,
to somebody else, who then can have a reasonable discussion about
it.

Many times, things in other areas seem a bit too esoteric to be
able to have that kind of discussion. That’s why we have under-
taken in HHS to link these things together. Investments in our
budget process that do not have proper security simply won’t go
forward, and the agency head or agency official will be in the pos-
ture of having to appeal, having to have a discussion, and also hav-
ing to explain why they're trying to move an information and tech-
nology investment that does not have security sufficient to the
standard.

Mr. PutNaM. Mr. Corts.

Mr. CorTs. There’s always a certain amount of push-back.

I think that the Department of Justice was really—the decen-
tralization of the Department caused the bureaus, especially the
large bureaus, to really take on kind of a persona of their own and
perhaps push back in both budget and IT is stronger in those kinds
of situations. But I believe, over the last couple of years, with the
emphasis on unity as a department, we're seeing a great deal of
lessening of that.

The CIO Council that operates within the Department and I oc-
casionally will drop in on their meetings. There seems to be a good
spirit there and a real desire to try to work together. The way that
we're organized, it does allow the CIO to be very involved in the
budget process, and I believe it is becoming well recognized
throughout the Department that the CIO has a significant role
with respect to budgetary issues.

So the point that Mr. Weems was making where the budget is
such a readily identifiable hammer, if you can tie that to IT, I
think you have an additional kind of hammer to use. So I believe
that the role that the CIO is playing in budget decisions, the CIO’s
involvement in our management team, is giving the CIO additional
strengths and a way to deal with this push-back issue.

Mr. PurNAM. This is the 4th year in a row that Justice has had
an F score. What are some things that you can identify as barriers
to breaking into that D category or something better than 4 years
of an F?

Mr. Corts. Well, frankly, we had a lot of organizational prob-
lems, as I described in the testimony, not the least of which was
a clear identification of who was in charge of IT security. Again,
I came to the Department about 16 months ago, and quite frankly,
I was quite surprised with what I found with regard to IT and IT
security.

But I think that we’re making big strides, and one of those issues
was a clear identification of who was going to have IT security, be-
cause it had previously, in the Department, been kind of jerry-
rigged, I guess somewhat split between the Department security of-
ficer and the CIO. And there was a lot of struggle over the issue
of naming one single person the ultimate person responsible for it,
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but we’ve crossed that bridge and that’s really helping us to move
forward; and very quickly on the heels of that, the appointment of
a chief information security officer, a person who came with a lot
of skill and background and is just really making giant strides for
us in the last months, that aren’t showing up on scorecards yet be-
cause the scoring took place before some of these things were hap-
pening.

This is a very dynamic thing for us, and it’s on the move, and
I think it is on the move in the right direction.

Mr. PuTNAM. I am glad to hear it is on the move now, and I hope
that it stays true. I was on the Horn subcommittee and we've
heard from a lot of folks about changes in personnel, changes in
priority, changes in leadership, changes in policies; and we have to
institutionalize something that will outlast you, that will outlast
me and your attorney general and this President and everything
else to get serious about this.

Mr. Weems, your testimony indicated a number of excellent
sounding initiatives, secure one among others, yet your department
actually slid backward from a D to an F. What happened and what
can we expect to see happen next year?

Mr. WEEMS. Well, Mr. Chairman, I work for Secretary Thomp-
son, and on this scale, there’s only one passing grade, and NRC has
it.

Yes, we did slide backward, and our goal is an A, and the Sec-
retary has made that very clear to me. Last year we were scored
before Secure One HHS was launched. In looking back over that
report and what happened, I certainly don’t want to sound like “the
dog ate my homework” sort of excuse here. We do have deficiencies
in HHS, but one of those deficiencies is documentation. If we had
sufficient documentation for some of our procedures, our grade
would have been higher. So there may have been a difference be-
tween the way that we are evaluated and the way that security
works in the real world.

Having said that, we are striving to do as you have said, which
is to institutionalize security into HHS, largely through the budget
process, but also through clear lines of responsibility emanating
from my office through our various operating divisions, so we’ll
make it clear who is responsible for what and along what time
lines.

Mr. PurNAM. Your budget has, I believe, increased substantially
since the creation of the Department of Homeland Security; is that
correct?

Mr. WEEMS. Yes, just a few items went to the Department of
Homeland Security, but our budget for bioterrorism, which is a
substantial piece, has gone from about $300 million to about $4.1
billion in the fiscal 2005 budget.

Mr. PUTNAM. Since your profile has been raised as a result of the
Department’s role in the anthrax investigation and ricin, and your
Secretary’s launch of his war room, as well as just the increased
awareness in the nature of biothreats, have the attempted hacks
and attacks on your information systems increased as your profile
has been raised?

Mr. WEEMS. We have noticed some increase there.
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One of the things that I think would be helpful, and I believe
that this subcommittee has pointed out, would be a uniform stand-
ard for reporting those. As you know, HHS reported a substantial
number of incidents, but since they’re measured inconsistently
across all departments, it’s difficult for us to be able to determine
our posture with respect to other agencies which may report one,
for instance, over a year.

With the growth of our bioterrorism efforts, that is a place where
we have been very careful to make sure that we have sufficient se-
curity, and not just cybersecurity but also physical security. You
can see that at the NIH campus in Bethesda and the CDC campus
down in Atlanta.

Mr. PUTNAM. Mr. Rush, now that FISMA is permanent and we’re
working on our second year, using the same scoring standards, do
you anticipate a change in resources allocation either for the pur-
pose of contracting, or a shift in staffing similar to that, that was
caused by the CFO Act that would allow you to have the tools you
need to be in compliance with FISMA?

Mr. RusH. We're going to have the tools that we need this year
because the Deputy Secretary is taking over supervision of the CIO
operations and there’s going to be a concerted effort to see some
improved performance from management. It has to be matched by
what we do not only in the content of that work, but in the timeli-
ness of the work. So I think we’re in good shape for 2004.

We're going to be meeting as early as next week to try to bring
that to conclusion. But long term, I think we have to come to grips
with jobs that are process jobs for IGs. These are compliance-type
jobs for IGs. And while I’'m not here to speak on behalf of that com-
munity, as one who’s been in that community a long time, we can
meet the deadline, but we need to begin to rationalize some things.

I, for one, complained to OMB that the timing didn’t make a lot
of sense. Notwithstanding our resources, it made no sense to me to
be reporting in September on FISMA when we operate on a fiscal
year that ends September 30 and we have financial reporting that
started as early as November 15. Trying to bring some of these
deadlines and due dates into sync makes a lot more sense to folks
like me, who have to audit.

Second, the act didn’t have a date; it merely said that OMB could
establish a date. So we thought it fair for them in the future to con-
sider a different reporting date than September 15. That’s not a
date that’s particularly useful for management, by the way. It’s
completely out of context with their own mission and performance
reporting.

So there’s a lot to be done as we look out at FISMA 2005-2006.
But for 2004, I think we’re just going to knock along and get the
job done.

At Treasury, I think you’ll see some improved performance. I'm
very impressed with Deputy Secretary Sam Bodman. He’s only
been in the Department about 2 months. He comes to us from the
Commerce Department where he had real impact on the Depart-
ment’s operation, and we hope that he’ll bring that to Treasury.

Mr. PurNaAM. Those are very interesting suggestions, yours on
the reporting deadlines and Mr. Weems’s suggestion on the consist-
ent measurements of incidents.
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Mr. Merschoff, do you have any thoughts on ways that we can
improve what is measured, how it is measured, is it relevant, is the
benchmark appropriate? Your thoughts?

Mr. MERSCHOFF. I agree with Mr. Weems. It’'s important to be
able to compare your organization to other organizations to bench-
mark to understand if you’re doing something substantially dif-
ferent that needs to be addressed. In our case, we reported 67,000
incidents last year to FedCirc. Some report one or two or three, and
so it’s absolutely impossible

Mr. PUTNAM. Do you know who? HUD had only one attempted—
only one incident. So I guess nobody’s interested in breaking into
HUD’s information security or something. It would be quite re-
markable.

Mr. MERSCHOFF. But if we're to get better, the CIO Council,
working together with benchmarking across the entire spectrum of
what we do, will help us realize where we’re performing at a level
less than the rest of the government on the way to seek help and
also to provide that help to others.

Mr. PutNaM. Mr. Corts, you're relatively new to this ball game.
You came from the academic world. What are your thoughts on the
benchmark and the appropriateness of the standards.

Mr. Corts. Well, I would certainly agree with the consistency
issue and, I think, the definitional issue. You have to get a clear
understanding that everybody is talking the same language and
comparing apples to apples. And I think—you know, I do think this
is still a pretty nascent operation, and as it matures—and I think
it was the language that Karen Evans was using—we’re going to
see things will coalesce better in terms of agreement about terms
and manners of reporting and so forth, which will be to the benefit
of all of us from the point of view of benchmarking. And in the ac-
creditation work that I'm familiar with from academe, those are
crucial, just a crucial part of the accreditation process.

Mr. PurNaM. What’s your deadline for your budget submission—
I guess Mr. Rush, since you raise the issue of deadlines. My under-
standing is that OMB set the date for FISMA reporting to coincide
with your budget submissions; is that correct?

Mr. RusH. That may have been their judgment. It did not match
with the submission. The submission process for the fiscal year ac-
tually spilled over into late October. We had reclama as late as No-
vember. The appeals to the President did not occur until December,
as I recall, this past year and the President submitted his budget
on February 1st.

Mr. PUTNAM. So what——

Mr. RusH. So I do not see a connection between the budget proc-
ess and FISMA reporting, if there’s supposed to be one, and I'm not
going to object to that. It does not give September 15 a particular
value as a day.

MI:) PurnaM. What date would be more appropriate in your
view?

Mr. RusH. We invest so much in financial systems reporting be-
cause of the Chief Financial Officers Act and GMRA, that it would
be useful, if we were able to tie our FISMA reporting, which often
relies on the EDP control audit work in the big financial systems,
to do it at about the same time or within 30 days.
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And I'm not making that recommendation for all IGs. I can say
from Treasury’s standpoint, if we could rely on the important IT
audit work that is part of our consolidated financial statement
audit, we would be able to get that report out and I think you’d
get a better product. It’s late, but I think you will get a better prod-
uct.

Mr. WEEMS. Mr. Chairman, perhaps I can answer that at least
from the standpoint of the HHS. Our budget deliberations, inter-
nally at least, inside the Office of the Secretary, typically are in
July. So if we were in possession of the FISMA report in advance
of July, we certainly could consider that as part of our budget de-
liberations.

Typically, August is spent trying to complete the necessary docu-
mentation to send in a budget to OMB, which is due usually right
after Labor Day. So, in fact, I believe this year we had submitted
01111' budget document to OMB before the FISMA report was com-
plete.

Also, as Mr. Rush has noted, we were in similar throes of trying
to complete our own audit, which took an awful lot of my time and
the time of other departmental officials, especially the last quarter
of the fiscal year and the foregoing 45 days, to get to the November
15 audit report date consumes an awful lot of time on the financial
side and a tremendous amount of the leadership’s time as well.

So I would say, from our standpoint, the FISMA report being
available on a contemporaneous basis in June or May would be
really important to our budget process.

Mr. PurNAM. Well, that’s very helpful and I appreciate your sug-
gestions on ways that we can perhaps make FISMA even more
meaningful, the information from the report more actionable.

But three of the four of you don’t have a whole lot of credibility
on making recommendations for changes to this thing, and some
folks have figured out how to do it. It’s really kind of a unique
thing to government that there is this kind of flexibility. There are
a lot of things going on in February and March, but you still have
to pay your taxes on April 15. You can get the extension, you get
the extension, but you've still got to pay the man. And people have
to file all kind of reports to be in compliance with the government.

And your agencies, your departments and all the other ones, are
not nearly as understanding as OMB has been and, frankly, even
as Congress has been about people who just don’t do it, or they do
it 3 months late or they do it whenever they get around to it. So
we’ll take these under advisement.

But the last thing I want to do, I do not want to cutoff my nose
to spite my face and avoid making solid, common-sense changes
that you guys recommend that might make sense; I do not want
to ignore good suggestions. But what I do not want is for there to
be yet another reason why people are not scoring particularly well
because we’ve changed the rules on them, and we have once again
given them a whole new set on the standards by which they're sup-
posed to play ball.

The one thing about this year’s score is that it is the first time
that we have back-to-back years that actually are comparable, ap-
ples-to-apples comparisons to really measure progress. And all the
frustrations and all the timing issues and the inconsistent report-
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ing issues, particularly, that relate to incidents affect everyone the
same way. So, you know, the A guys are dealing with the same
lack of clarity as the F guys. And so if it’s off, it’s consistently off
throughout the government, and it’s still relatively correct.

So we’ll take your points under advisement as we review there.

But the last thing I want to do is provide another reason why
people can come back and say, well, you know, we were all geared
up for the 2004 structure, but then in 2006 you guys moved the
yardsticks on us. So we would have been there, but we were pre-
pared for the old standard.

I would give all of you the opportunity to provide any closing re-
marks and then we will adjourn the hearings. So, Mr. Weems, if
you would like to offer any thoughts, things that you would wish
had come out, suggestions, we’ll move on down the line.

Mr. WEEMS. Nothing else, Mr. Chairman, except we look for a
better grade, and if you’re looking for a responsible official in HHS,
that’s me. Thank you.

Mr. PurNAM. Thank you.

Mr. MERSCHOFF. Yes, Mr. Chairman, I would like to recognize
two reasons for our success. One is the computer security staff.
They're dedicated, they’re motivated, they’re competent, they’re ca-
pable and they’re the engine behind our success.

The second is the Office of Inspector General. We have a good
and productive partnership, a dynamic tension with that group
where we can disagree with them, they can criticize us, we listen
to each other and recognize that sometimes we’re wrong and some-
times we’re right; and I think that’s helped us a lot in terms of im-
proving.

That concludes my remarks.

Mr. PurNAM. Thank you very much.

Mr. Rush.

Mr. RusH. I just want to be sure that I close by making clear to
you that the problem with timeliness was the problem of the Office
of Inspector General. It was not the Treasury Department. It was
not IRS. It was not my partner, the Treasury Inspector General for
Tax Administration. Each of those three partners of mine did their
work on time, met the standard and got their work product to
OMB. The only delinquency at Treasury came out of my office, and
I regret that.

Mr. PutNAM. Thank you for your candor and for your suggestions
as well. They were good.

Mr. Corts.

Mr. CorTs. Back to your point about the time that you do this
and the consistency and so forth, there is a lot of value, I think,
in being able to, even if the date might not be where everybody
wants it, you keep that date, you keep the standard so you've got
the measurement.

Going forward 2 years in a row now, it would be great to see an-
other year. What’s the right time? I'm sure we could debate that
around, because it could serve all of us; different times would serve
all of us, maybe any one of us better than another date. But I do
think there’s a lot of value in consistency, and I know we look for
that in terms of benchmarking.
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Finally, Mr. Chairman, we just want you to know that the De-
partment of Justice considers this to be of the highest priority to
us, and we fully intend to improve our mark. And we intend to be
here and look forward to being here and giving you a better report
in the future.

Mr. PurNAM. Thank you very much.

I want to thank all of our witnesses from both panels for their
contribution to our oversight efforts. As we face almost daily re-
ports of the IT vulnerabilities, the Federal Government really must
be a shining example of IT security.

I also want to mention that I will be meeting with the Federal
CIO Council again to express my commitment to this issue as well
as to hear their feedback on why so many agencies have not pro-
duced better progress, and perhaps to solicit more suggestions, as
you have provided, on ways that we can improve the process.

In the event that there may be additional questions we did not
have time for today, the record will remain open for 2 weeks for
submitted questions and answers.

Thank you very much. The subcommittee is adjourned.

[Whereupon, at 3:42 p.m., the subcommittee was adjourned.]

[The prepared statement of Hon. Wm. Lacy Clay and additional
information submitted for the hearing record follow:]
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STATEMENT OF THE HONORABLE WM. LACY CLAY
AT THE HEARING ON
INFORMATION TECHNOLOGY MANAGEMENT

MARCH 16, 2004

Thank you Mr. Chairman, and I thank the witnesses for
taking their time to be with us today. I look forward to the
discussion today.

The federal government will spend approximately $60
billion on information technology in fiscal year 2004. These
investments, however, rarely meet their full potential due to
the absence of strategic planning and adequate performance
measures throughout the IT procurement and
implementation process. As the federal government
continues to shift its attention towards outcome related
measures when determining resource allocations in the
budget process, it goes without saying that inadequate
oversight of IT investments will have a domino effect of
negative performance outcomes throughout the agency
community.

Of particular concern to me is a lacking of consistent
agency oversight efforts for IT investments, particularly in
cases where Congress statutorily prescribed certain
provisions, such as the Paperwork Reduction Act of 1995
and the Clinger-Cohen Act of 1996. Whether the cause is
due to inadequate agency leadership or the lack of
appropriate and updated strategic and performance
measures, the benefits associated with IT upgrades are not
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being realized. These are not new requirements, and the
agencies are failing to effectively modernize their IT
systems in their absence.

In addition to statutory requirements, OMB shares in
the responsibility to adequately assist and provide guidance
to the agencies so they may be in compliance with the law.
Thus, I was pleased to read GAO’s recommendations for
OMB to further assess the avenues in which annual
performance reporting requirements can be enhanced by
the inclusion of more detailed information concerning
major IT acquisition programs.

As T have said during previous hearings on related issues,
the use of technology in the federal government has not always
provided the benefits originally envisioned. While the findings
contained in the GAO report before us this morning are not
surprising, they should sharpen our focus on deriving greater
value from what is an enormous annual investment during times
of limited resources.

Again, thank you Mr. Chairman, and I ask unanimous
consent that the full text of my remarks be included in the
record.
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i
£ GAO

Accountability * integrity ~ Rellability

United States General Accounting Office
Washington, DC 20548

April 2, 2004

The Honorable Adam H. Putnam

Chairman, Subcommittee on Technology, Information Policy,
Intergovernmental Relations and the Census

Committee on Government Reform

House of Representatives

Subject: Information Security: Responses to Posthearing Questions from March 16,
2004, “Information Security in the Federal Government: One Year into the
Federal Information Security Management Act”

As requested in your letter of March 17, 2004, this letter provides our responses for
the record to the questions you posed to us following the March 16 hearing. At that
time, we discussed efforts by federal departments and agencies, the Office of
Management and Budget (OMB), and the National Institute of Standards and
Technology (NIST) to implement requirements of the Federal Information Security
Management Act of 2002 (FISMA)." The following responses to your questions are
based on our written statement for this hearing.’

1. After four years of performance measures, are there changes
that you would recommend in those measures?

As we emphasized in our written statement, the current FISMA performance
measures focus on implementation of statutory requirements. The periodic reporting
of these measures and related analysis can provide valuable information on the status
and progress of agency efforts to implement effective security management
programs, thereby assisting agency management, OMB, and the Congress in their
management and oversight roles.

Further, in our written statement we noted several opportunities to improve the
usefulness of such performance information as indicators of both governmentwide
and agency-specific progress in implementing information security requirements.
Specific areas we highlighted included:

* providing greater assurance on the reliability and quality of reported performance
measures through such means as inspector general (IG) reviews;

! Federal Information Security Management Act of 2002, Title ITl, E-Government Act of 2002, P.L. 107-
347, December 17, 2002.

*U.S. General Accounting Office, Information Security: Continued Efforts Needed to Sustain Progress
in Implementing Statutory Requirements, GAO-04483T (Washington, D.C.: March 16, 2004).
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s reporting performance measurement data according to the relative importance or
risk of the systems, such as the risk categories recently issued by NIST;® and

¢ refining performance measures to provide more useful information about the
quality of agency processes.

In its fiscal year 2003 FISMA report, OMB acknowledged the need for FISMA
reporting to mature, and is focusing on areas including (1) evolving the information
technology (IT) security performance measures to move further beyond status
reporting to also identifying the quality of the work done, and (2) further targeting of
1G efforts to assess the development, implementation, and performance of key IT
security processes, such as remediation of information security weaknesses and
intrusion-detection and reporting.*

Analysis of problems identified in agency FISMA reports and other sources can target
areas where reported FISMA information could be improved, through enhanced
performance measures and/or through independent 1G evaluations. For exarple, our
ongoing review and IG fiscal year 2003 FISMA evaluations identified deficiencies in
the certification and accreditation process, such as lack of control testing and
outdated risk assessments.” Additional performance data reported on key aspects of
certification and accreditation would provide better information with which to assess
whether they were performed consistently. Also, OMB could require targeted IG
reviews of agency certification and accreditation processes to identify any related
weaknesses. Based on identified problems, other potential areas for additional
performance information and/or targeted review include the quality of certain agency
information security processes, such as detecting, reporting, and responding to
security incidents, and confirming that software patches have been tested and
installed in a timely manner.’

Additionally, as agencies report increasing compliance with basic performance
information, such measures can evolve to capture more sophisticated or refined
information. For example, although most agencies are reporting that they have
implemented procedures for overseeing security at contractor sites, information
about the nature and extent of contractor procedures could assist in assessing the
quality of such procedures. Additional information could be obtained, for instance, on
whether specific security requirements for contractor-provided services had been

*National Institute of Standards and Technology, Standards for Security Categorization of Federal
Information and Information Systems, Federal Information Processing Standards Publication (FIPS
PUB) 199, December 2003.

‘Office of Management and Budget, FY 2003 Report to Congress on Federal Government Information
Security Management, March 1, 2004.

*OMB's policy for federal information security requires that agency management officials formally
authorize their information systems to process information and, thereby, accept the risk associated
with their operation. This management authorization (accreditation) is to be supported by a formal
technical evaluation (certification) of the management, operational, and technical controls established
in an information systern’s security plan.

°A patch is a piece of software code hat 15 inserted into a program to temporarily fix a defect. Patches
are developed and released by software vendors when vulnerabilities are discovered. Patch
management is the process of effectively applying available patches.

Page 2
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formally agreed to. OMB used a similar approach in its fiscal year 2003 FISMA
reporting instructions by requesting more detailed performance information about
agencies’ plans of action and milestones processes to better assess their quality.” This
approach is also consistent with NIST's security metrics guidance, which discusses
how the focus of security performance metrics changes as the implementation of
security controls matures toward measuring effectiveness and efficiency of
implemented security controls and the impact of these controls on the organizations’
missions.® Another area for possible refinement of performance measures relates to
the ability of agencies to routinely provide security management information to
manage their information security activities.

2. Several of the witnesses suggested that changing the reporting
date for FISMA to coincide with the financial reporting date
would enhance reporting. Do you think that this is a good
suggestion? Do you think it would ease or improve reporting?

Any consideration of reporting dates should take several factors into account,
including the ability to incorporate FISMA reporting into the agency’s and OMB's
budget preparation and review process, OMB’s ability to meet its statutory March 1
congressional FISMA reporting date, and the ability to integrate work related to
FISMA with the annual agency financial audits.

Neither the prior Government Information Security Reform provisions (commonly
known as GISRA") nor FISMA established a specific date for when agencies are to
report. However, beginning with GISRA reporting, OMB has required agencies to
submit their reports concurrently with their budget submissions in the mid-
September time frame. For example, last year's FISMA reports were due to OMB by
September 22, 2003. Further, neither GISRA nor FISMA established an effective date
as of when the information is to be prepared.

In its fiscal year 2003 FISMA report to the Congress, OMB reported that it uses the
FISMA information to make funding decisions. For example, OMB reported that it
used the information to review whether the agencies appropriately budgeted for
remediation of security weaknesses in their fiscal year 2005 budgets and in
prioritizing fiscal year 2004 funding decisions. OMB directed agencies with significant
information and systems security weaknesses to correct weaknesses in operational
systems prior to spending fiscal year 2004 IT development or modernization funds. If
additional resources are needed to resolve those weaknesses, agencies were to use
those fiscal year 2004 IT funds originally sought for new development.

"Required for all programs and systems in which an IT security weakness has been found, a plan of
action and milestones (POA&M) lists the weaknesses and shows estimated resource needs or other
challenges to resolving them, key milestones and completion dates, and the status of corrective
actions.

*National Institute of Standards and Technology, Security Metrics Guide for Information Technology
Systems, Special Publication 800-55 (July 2003).

Title X, Subtitle G—Government Information Security Reform, Floyd D. Spence National Defense
Authorization Act for Fiscal Year 2001, P.L.106-398, October 30, 2000.

Page 3
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Additionally, agencies were expected to tie their plans for correcting information
security weaknesses to their system budget requests through IT business cases, as
required in OMB budget guidance (Circular A-11). Consequently, completing the
agency's FISMA assessments in time for consideration in the preparation of agency
budget requests would be desirable.

Ideally, the work on information security for FISMA and for the financial statement
audits would be integrated. As we have previously reported, at some agencies,
financial systems comprise virtually all major systems, while others, such as DOD
and Justice, operate a significant number of nonfinancial systems. Agency fiscal year
2004 financial statement audit reports are due November 15, an acceleration from
previous February and March due dates for fiscal years 2002 and 2001, respectively.
Assessments of information security controls in a financial audit can be performed as
of an interim date in combination with appropriate procedures to update the
assessment through the end of the fiscal year. For example, information security
assessments could be completed earlier in the fiscal year (such as at the end of June
or July), and updated through the end of the year using appropriate procedures.

Regardless of the reporting date, consideration should be given to ensuring
consistent reporting periods for the agency reviews and IG independent evaluations,
to provide better comparability in results. Our analyses of fiscal year 2003 IG FISMA
evaluation reports identified instances in which the 1Gs were unable to review
agency-reported data because the data were not available at the time of their work.
For example, one IG noted that the agency had completed certification and
accreditation for two mission-critical systems after the conclusion of its audit and,
thus, did not evaluate whether the certification and accreditation process had
effectively identified and mitigated significant security risks for those systems. In
another exarnple, an IG reported that data on the agency’s fiscal year 2003 security
training and budget information on IT investments were not available in time for
review, and that these data would be reviewed as part of its next FISMA audit cycle.

8 Now that FISMA is permanent, do you foresee a ramping up of
resources, both stafting and contracting, similar to what was
caused by the CFO Act?

The information security requirements in FISMA consolidate separate requirements
previously established in law and consistent with existing information security
guidance issued by OMB" and NIST," as well as audit and best practice guidance
issued by us.” However, as we highlight in our written statement, agency-reported
performance data for fiscal year 2003 showed that there were agencies where less

“Primarily OMB Circular A-130, Appendix ITI, “Security of Federal Automated Information Resources,”
February 1996.

""Numerous publications made available at http://www.itl.nist.gov/, including National Institute of
Standards and Technology, Generally Accepted Principles and Practices for Securing Information
Technology Systems, NIST Special Publication 800-14, September 1996.

“1.8. General Accounting Office, Federal Information System Controls Audit Manual, Volume 1-—
Financial Statement Audits, GAO/AIMD-12.19.6 (Washington, D.C.: January 1999); Information Security
Management: Learning from Leading Organizations, GAO/AIMD-98-68 (Washington, D.C.: May 1998).
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than half of the systems met requirements for risk assessments, security plans,
certifications and accreditations, tested security controls, and tested contingency
plans. Further, in its March 2004 report to the Congress, OMB noted that too many
legacy systems continue to operate with serious weaknesses, and that there
continues to be a failure to adequately prioritize IT funding decisions to ensure that
remediation of significant security weaknesses is funded prior to proceeding with
new development. Depending on the effectiveness of an agency's information
security program, focusing agency or contractor resources on correcting such
weaknesses may be required in order to achieve significant progress, particularly in
implementing potentially resource-intensive requirements. In addition, it remains to
be seen what effect new FISMA requirements, such as implementing mandatory
minimum security controls, will have on agency resource needs. However, we believe
that establishing etfective agencywide information security programs that routinely
implement and monitor FISMA requirements can minimize the need for additional
resources.

4. Do [you] foresee a need for standardized guidance for the
Inspectors General to ensure that FISMA audit work is reliable
and consistent?

We believe that overall guidance for use by the IGs in conducting their independent
FISMA evaluations could help to produce more consistent results, particularly in
helping to ensure the reliability and guality of agency-reported performance measures
and the completion of corrective actions. For example, as we noted in our written
statement, OMB did not require the IGs to validate agency responses to the
performance measures, but did instruct them to assess the reliability of the data for
the subset of systems they evaluate as part of their independent evaluations. Not all
IGs consistently addressed this instruction, but some IG evaluations did identify
problems with data reliability and quality that could affect agency performance data.
One such case was the performance measure on the number of agency systems
authorized for processing after certification and accreditation, in which six IGs
indicated different results than those reported by their agencies, for reasons such as
out-of-date certifications and accreditations (systems are to be reaccredited at least
once every 3 years). The IGs have, however, recognized the need to develop
standardized guidance. We have begun to work with a FISMA working group of the
Federal Audit Executive Council and, among other things, have discussed the issue of
an evaluation methodology or guidance for the IG community.

Page 5
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NRC’S RESPONSE TO QUESTIONS CONTAINED IN A LETTER FROM

THE HONORABLE ADAM H. PUTNAM

CHAIRMAN, SUBCOMMITTEE ON TECHNOLOGY, INFORMATION POLICY,

Question 1.

Answer:

Question 2,

Answer:

Question 3.

Answer:

INTERGOVERNMENTAL RELATIONS AND THE CENSUS
UNITED STATES HOUSE OF REPRESENTATIVES
DATED MARCH 17, 2004

Getting senior program officials to take accountability for the mission
systems they control is a recurring theme in OMB’s FISMA report. Have
you found the certification and accreditation process which requires the
program official to sign off on the risk level any help with this?

Yes, the certification and accreditation process has helped to get senior program
officials to take accountability for the mission systems they control. This is
accomplished by providing high level visibility to the risk level associated with
mission systems which may not have been identified outside of the certification
and accreditation process. This visibility provides senior program officials with
an awareness of the risks associated with mission systems, the opportunity to
follow up on actions being taken to control risks, and provides senior
management with leverage to ensure senior program officials are taking the
appropriate steps to control these risks.

How does your agency ensure that the information you report for FISMA
accurately reflects the status and quality of information security at your
agency?

NRC accomplishes this through several mechanisms. The NRC has a dedicated
Computer Security staff that performs oversight activities, including an
independent review of all security documentation, capital planning information,
system penetration testing, and innovative ideas such as independent security
control evaluation to ensure accurate and complete information. The agency
head and the CIO utilize a central tracking system to track all system information
such as the status of security plans, security testing, system weaknesses and
corrective actions, and all other security activities associated with systems
security certification and accreditation. The agency head and the ClO ensure
that new systems cannot be placed into operation, and major system upgrades
cannot be completed, until they have completed the security activities and
milestones required to attain systems security accreditation. In addition, the
NRC’s Office of inspector General performs an independent assessment of the
overall computer security program on an annual basis.

Several witnesses testified that moving FISMA reporting to align with
financial reporting would be helpful. What are your thoughts on this
proposal?

NRC believes the date should remain the same to ensure the ability to compare
results from year to year.

Enclosure
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ANSWERS BY ASSISTANT ATTORNEY GENERAL FOR ADMINISTRATION
PAUL R. CORTS
TO QUESTIONS FOR THE RECORD FROM
HEARING ON “INFORMATION SECURITY IN THE FEDERAL GOVERNMENT:
ONE YEAR INTO THE FEDERAL INFORMATION SECURITY MANAGEMENT
ACT”

HOUSE SUBCOMMITTEE ON TECHNOLOGY, INFORMATION POLICY,
INTERGOVERNMENTAL RELATIONS, AND THE CENSUS
COMMITTEE ON GOVERNMENT REFORM
MARCH 16, 2004

1. You point out in your testimony the decentralized structure of Justice. How has
the Agency granted the CIO authority to deal with those different components?
How is compliance with his policies enforced at the Agency?

In the past, the Department of Justice (the Department) operated in a very decentralized
environment. Through the Attorney General’s leadership and vision, we have become a more
centrally-coordinated Department, including our information technology (IT) programs. This has
had a positive impact on our IT efforts.

Greater IT coordination department-wide has significantly improved through the
implementation of organizational changes. First, the Department clarified that the Chief
Information Officer (CIO) reports directly to the Attorney General for the duties and
responsibilities identified by the Clinger-Cohen Act. The CIO also serves as the Deputy
Assistant Attorney General (DAAG) for Information Resources Management, and is a vital part
of the Department’s management team. This ensures that the CIO routinely coordinates IT
initiatives and programs through the office of the Assistant Attorney General for Administration,
who serves as the Department’s Chief Financial Officer and Procurement Executive.

Second, the CIO oversees all IT programs throughout the Department. The CIO oversees
and advises component heads on the selection of their CIOs. This opportunity ensures high
quality, Department-wide coordination of IT.

Third, the CIO developed and implemented IT policy, standards, and guidelines to
provide increased oversight of component IT programs and projects. This ensures compliance
with Departmental IT policies, priorities and initiatives. Performance metrics relating to the
Federal Information Security Management Act (FISMA) are tracked on a by-component basis.
The CIO and Deputy CIO for IT Security monitor component progress towards meeting these
performance measures. The CIO meets with program officials and component CIOs regularly to
ensure compliance with Departmental IT policies and initiatives.

Fourth, the CIO’s role as the DAAG for Information Resource Management offers and
ensures his participation on the management leadership team. This enables him to intercept IT
matters that may attempt to progress without his review, coordination, and approval.
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In conclusion, like most agencies we have implemented a number of new IT security
policies and processes designed to further protect our systems and networks. Accountability and
responsibility are critical to our successful remediation of identified vulnerabilities and
weaknesses. Our CIO and key members of our IT Security staff will be meeting with your staff
in the upcoming weeks to further discuss our IT security initiatives and the progress we have
achieved within our program. I believe that when you review the record of accomplishments in
IT security achieved this fiscal year, you will see that the Department has made significant strides
in order to overcome past deficiencies and ensure a secure IT environment for the Department.

2. Getting senior program officials to take accountability for the mission systems they
control is a recurring theme in OMB’s FISMA report. Have you found the
certification and accreditation process which requires the program official to sign
off on the risk level any help with this?

Yes, senior program officials are accountable, and are becoming more aware of the
importance of IT security within their programs through the certification and accreditation
process. Additionally, the Department established a certification and accreditation help desk that
was designed to assist program officials and information system security officers with the
resources for planning, implementing, and maintaining security throughout the system
development life cycle and the certification and accreditation process. -

3. How does your agency ensure that the information you report for FISMA
accurately reflects the status and quality of information security at your agency?

The DOJ ensures that the FISMA information is accurate by increasing the resources
committed to IT security and by making organizational changes that strengthen personnel
resources dedicated to IT. We have added a new security administrator to our I'T personne] staff
who has implemented new IT security policy guidance and 17 IT security standards based upon
guidance from the National Institute of Standards and Technology. The new security
administrator oversees an administrative council of staff that is responsible for the FISMA
reporting. We are currently in the process of implementing an automated tool to track the status
of security within a system in order to provide for consistent and accurate FISMA reporting
across the Department.

4. Several witnesses testified that moving FISMA reporting to align with financial
reporting would be helpful. What are your thoughts on this proposal?

The current FISMA reporting is acceptable and aligns with the budget process and
reporting to OMB. The personnel who respond to these FISMA queries are separate and distinct
from those who are reporting the Department’s financial data. The Department believes that IT
security must be maintained and continuously evaluated throughout the year.
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