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KYOTO AND THE INTERNET: THE ENERGY
IMPLICATIONS OF THE DIGITAL ECONOMY

WEDNESDAY, FEBRUARY 2, 2000

HOUSE OF REPRESENTATIVES,
SuBCOMMITTEE ON NATIONAL EcoNomIc GROWTH,
NATURAL RESOURCES, AND REGULATORY AFFAIRS,
CoMMITTEE ON GOVERNMENT REFORM,
Washington, DC.

The subcommittee met, pursuant to notice, at 10:30 a.m., in room
2247, Rayburn House Office Building, Hon. David M. Mclntosh
(chairman of the subcommittee) presiding.

Present: Representatives Mclntosh, Ryan, and Kucinich.

Staff present: Marlo Lewis, Jr., staff director; Barbara F.
Kahlow, professional staff member; Bill Waller and Heather Hen-
derson, counsels; Gabriel Neil Rubin, clerk; Elizabeth Mundinger,
minority counsel; and Jean Gosa, minority staff assistant.

Mr. RyYAN [presiding]. A quorum being present, the Subcommit-
tee on National Economic Growth, Natural Resources, and Regu-
latory Affairs will come to order. I ask unanimous consent that all
Members’ and witnesses’ written opening statements be included in
the record. Without objection, so ordered.

I ask unanimous consent that all articles, exhibits, extraneous or
tabular material referred to be included in the record. Without ob-
jection, so ordered.

I also ask unanimous consent that the record be left open for 10
days for any additional statements to be included in the record.
Without objection, so ordered. | understand that my colleague, Ms.
Chenoweth-Hage, is attending a mark up and may not be able to
join us today. However, she has asked that a prepared statement
of hers be entered into the record. Without objection, so ordered.

[The prepared statement of Hon. Helen Chenoweth-Hage fol-
lows:]

)



Statement of Congressman Helen Chenoweth-Hage
Subcommittee on National Economic Growth,
Natural Resources and Regulatory Affairs
Committee on Government Reform
B377 Rayburm House Office Building
February 2, 2000

Thank you Chairmen McIntosh, I would like to thank the Subcommittee for holding this
hearing to examine the energy implications for the digital economy and how this affects the
implementation of the Kyoto Protocol.

Mr. Chairman, since negotiations on the Kyoto Protocol were completed in 1997, the
United States has experienced a seemingly boundless and cxploding digital economy. The Internct
has transformed the way America conducts its business and has put a vast amount of information at
Americans’ fingertips.

However, the digital economy would seem to present a possible problem in relation to the
Kyoto Protocol. One would expect that some energy requirements will grow as our economy
becomes more dependent on the digital economy.

The facts are clear. Use of the Internet and Information Technology is exploding both in
the home and at work. The retail use of the Internet is expanding rapidly. It is estimated that
online retail sales will be between forty and eighty billion dollars by 2002.

However, with this explosion in the growth of our digital economy, electronic businesses
operate on a twenty-four hour basis by necessity. Many businesses require that their equipment
run twenty four hours a day in an air-cooled environment With the expansion of telecommuting
and liberal flex-time policies, employers now must make their energy resources available at all
hours of the day. Contrary to what President Clinton or Vice President Gore may think, all of this
means increased use for some of our cnergy resources.

If we can expect some growth in our use of our energy resources, how does this affect the
objectives of the Kyoto Protocol?

Mr. Chairman, I have been consistent in rejecting the premises of the Kyoto Protocol from
the day the United States became a signatory to it in 1998. It is an agreement that will adversely
affect America’s economic growth, hurt the small businessman, and impose extraordinary costs
upon all Americans. With possible increased requirements for energy resources because of the
digital economy, we simply cannot afford to implement the Kyote Protocol.

Mr. Chairman, I look forward to hearing from our three distinguished witnesses who are
before us today. I'm sure they will be responsive to our questions and provide much needed
insight on this important topic.

Thank you, Mr. Chairman.
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Mr. RyaN. Today's hearing will examine how the burgeoning dig-
ital economy, comprised of e-commerce and the information tech-
nology industries that make e-commerce possible may change en-
ergy trends in the U.S. economy and how such changes may affect
the cost and feasibility of the Kyoto protocol.

In March 1999, Vice President Gore stunned some of us and
amused others by claiming to have created the Internet. “During
my service in the U.S. Congress, | took the initiative in creating
the Internet,” Mr. Gore said during an interview with CNN's Wolf
Blitzer. Now, whether or not Al Gore is the father of the Internet,
he is unquestionably the father of the Kyoto protocol. Mr. Gore led
the United States negotiating team at the December 1997 Climate
Change Conference in Kyoto, Japan. During his service in the Sen-
ate and at the White House, Al Gore took the initiative in creating
a legally binding international climate treaty.

So, one might say that today’s hearing will examine the relation-
ship between the Vice President's brain children. Will the digital
economy facilitate Kyoto-style energy restriction policies by de-
creasing the energy intensity of the U.S. economy? Or, will the dig-
ital economy sweep the Kyoto protocol into the dust bin of history
by increasing United States and global demands for electric power?

The digital economy is growing at a phenomenal pace. For exam-
ple, during the past 2 years alone, the number of web users world-
wide increased by 55 percent, the number of web servers increased
by 128 percent, and the number of new web address registrations
rose by an astounding 137 percent. The U.S. Department of Com-
merce’s recent publication, the Emerging Digital Economy II, fore-
casts that by 2006, almost half the U.S. work force will be em-
ployed by industries that are either major producers or intensive
users of information technology products and services. The Com-
merce Department study also reports that information technology
industries contributed over one-third of the Nation's real economic
growth from 1998 to 1999.

In thinking about this key driver of U.S. economic performance,
I can’t help noticing that the digital economy runs solely on elec-
tricity. More than half of U.S. electricity is produced from coal.
Coal is the fuel source targeted for extinction by the Kyoto protocol.
So, is there not a fundamental incompatibility between the energy
requirements of a digital economy and the Kyoto protocol? Can we
really wire the world and, at the same time, restrict United States
and global access to abundant, affordable and reliable electric
power?

Our witnesses, | am aware, have different answers to those ques-
tions. We encourage this, and we are excited about hearing your
testimony. Yet, there appear to be some broad areas of agreement.
The experts agree that the digital economy is enormously impor-
tant, enormously large, and growing exponentially. They also agree
that Internet forecasting is fraught with uncertainty. As the Com-
merce Department has observed, this emerging digital economy
regularly surprises those who study it most closely. What this sug-
gests to me is that we should proceed with caution in considering
any policy that may damage or restrict the electricity supply that
powers the digital economy. Indeed, since the digital economy is
still very much in its infancy, we should probably move more slow-
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ly and cautiously in considering a treaty like the Kyoto protocol
than at any other time.

Before turning to my colleague, Mr. Kucinich, for his opening
statement, | would like to introduce our witnesses: The Honorable
Jay Hakes, Administrator of the Energy Information Administra-
tion [EIA], of the U.S. Department of Energy. Jay, | believe, will
be speaking first. Mr. Hakes will present EIA’s analysis of energy
trends and the digital economy. EIA testified before this sub-
committee last year on a related issue. Welcome back, Mr. Hakes.

Mr. HAKES. Thank you.

Mr. RyaN. Dr. Joseph Romm, executive director of the Center for
Climate and Energy Solutions and a former Clinton administration
Acting Assistant Secretary for Energy Efficiency and Renewable
Energy, will speak next. Welcome, Dr. Romm.

Mr. Romm. Thank you.

Mr. RyaN. Dr. Romm will present the case that the Internet
economy is breaking the historic link between economic growth and
energy demand growth. If 1 am not mistaken, Dr. Romm believes
that Internet efficiencies will enable us to implement the Kyoto
protocol without economic pain. Thank you for testifying, Dr.
Romm.

Our final witness is Mark Mills, senior fellow at the Competitive
Enterprise Institute and scientific advisor to the Greening Earth
Society. Mr. Mills will present the case that the digital economy is
fueling a surge in demand for cheap, abundant and reliable electric
power. He views the Kyoto protocol as a threat to the digital econ-
omy. To my knowledge, Mr. Mills was the first analyst to raise the
topic of today’s discussion. Thank you for participating in this hear-
ing, Mr. Mills.

Mr. MiLLs. Thank you.

[The prepared statement of Hon. David M. Mclntosh follows:]
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Statement of Chairman David M. McIntosh
Subcommittee on National Economic Growth, Natural Resources, and Regulatory Affairs
on
“Kyoto and the Internet: the Energy Implications of the Digital Economy”
February 2, 2000

Today’s hearing will examine how the burgeoning digital economy, comprised of
electronic commerce (E-commerce) and the information technology industries that make E-
commerce possible, may change energy trends in the U.S. economy, and how such changes may
affect the cost and feasibility of the Kyoto Protocol.

In March 1999, Vice President Gore stunned some of us and amused others by claiming
to have created the Internet. “During my service in the United States Congress, I took the
initiative in creating the Internet,” Mr. Gore said during an interview with CNN’s Wolf Blitzer.
Now, whether or not Al Gore is the Father of the Internet, he is unquestionably the Father of the
Kyoto Protocol. Mr. Gore led the U.S. negotiating team at the December 1997 climate
conference in Kyoto, Japan. During his service in the Senate and the White House, Al Gore took
the initiative in creating a legally binding international climate treaty.

So, one might say that today’s hearing will examine the relationship between the Vice
President’s brainchildren. Will the digital economy facilitate Kyoto-style energy restriction
policies by decreasing the energy intensity of the U.S. economy? Or will the digital economy
sweep the Kyoto Protocol into the dust bin of history by increasing U.S. and global demand for
electric power?

The digital economy is growing at a phenomenal pace. For example, during the past two
years alone, the number of web users world-wide increased by 55 percent, the number of web
servers increased by 128 percent, and the number of new web address registrations rose by 137
percent. The U.S. Commerce Department’s recent publication, The Emerging Digital Economy
II, forecasts that by 2006, almost half the U.S. workforce will be employed by industries that are
either major producers or intensive users of information technology products and services. The
Commerce Department study also reports that information technology industries contributed
over one-third of the nation’s real economic growth from 1998 to 1999.

In thinking about this key driver of U.S. economic performance, I can’t help noticing that
the digital economy runs solely on electricity. More than half of U.S. electricity is produced
from coal. Coal is the fuel source targeted for extinction by the Kyoto Protocol. So, is there not
a fundamental incompatibility between the energy requirements of digital economy and the
Kyoto Protocol? Can we really “wire the world™ and, at the same time, restrict U.8. and global
access to abundant, affordable, and reliable electric power?

Our witnesses, I am aware, have different answers to those questions, Yet there appear to
be some broad areas of agreement. The experts agree that the digital economy is enormously
important, enormously large, and growing exponentially. They also agree that Internet
forecasting is fraught with uncertainty. As the Commerce Department has observed, “This
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emerging digital economy regularly surprises those who study it most closely.” What this
suggests to me, is that we should proceed with caution in considering any policy that may
damage or restrict the electricity supply that powers the digital economy. Indeed, since the
digital economy is still very much in its infancy, we should probably move more slowly and
cautiously in considering a treaty like the Kyoto Protocol than at any other time.

Before turning to Mr. Kucinich for his opening statement, I would like to introduce our
witnesses, The Honorable Jay Hakes, Administrator of the Energy Information Administration
(E1A) of the U.S. Department of Energy, will speak first, Mr. Hakes will present EIA’s analysis
of energy trends and the digital economy. EIA testified before this Subcommittee last yearon a
related issue, Welcome back, Mr, Hakes.

Dr. Joseph Romm, Executive Director of the Center for Climate and Energy Solutions,
and former Clinton Administration Acting Assistant Secretary for Energy Efficiency and
Renewable Energy, will speak next. Dr. Romm will present the case that the Internet economy is
breaking the historic link between economic growth and energy demand growth. If T am not
mistaken, Dr. Romm believes that Internet efficiencies will enable us to implement the Kyoto
Protocol without economic pain. Thank you for testifying, Dr. Romm.

Our final witness is Mark Mills, Senior Fellow at the Competitive Enterprise Institute and
Scientific Adviser to the Greening Earth Society. Mr. Mills will present the case that the digital
economy is fueling a surge in demand for cheap, abundant, and reliable electric power. He views
the Kyoto Protocol as a threat to the digital economy. To my knowledge, Mr. Mills was the first
analyst to raise the topic of today’s discussion. Thank you for participating in this hearing, Mr.
Mills. ‘



Mr. RYAN. Mr. Kucinich.

Mr. KuciNicH. Good morning, Mr. Chairman.

Mr. RYAN. Good morning.

Mr. KuciNicH. Nice to see you. | appreciate the chance to partici-
pate with this panel, with you in the chair.

As you know, my approach in this Congress has been bipartisan,
and | think that is a good way to proceed in trying to get to the
truth of all of the matters into which we inquire, and | think that
one of the things that we may be able to do in future Congresses,
anticipating that we are both going to be here, is to find a way to
diminish the partisan rancor and find ways where we can work to-
gether.

Now, we may have differences of opinion on this particular hear-
ing. 1 would like to say that | consider Vice President Gore one of
the most visionary leaders we have ever had in American govern-
ment. He has corrected his misstatement about whether he was
the—about being the creator of the Internet, but | think that every-
one understands that his involvement in the development of new
technologies cannot be disputed. | also know that as someone who
is the author of a book called Earth in the Balance, it was one of
the most visionary statements on the concern for the global and the
U.S. environment.

So | just want that said, because to let this hearing begin on a
note where the Vice President is challenged | think requires a re-
sponse, not simply in order to defend his record, which speaks for
itself, it can stand without my humble efforts, but because 1 think
that the nature of what we are discussing today is so significant
that it shouldn't be minimized by setting a tone, which I think we
are all capable of going beyond.

I really appreciate having this hearing on the impact of the
Internet on energy demand and our production of greenhouse
gases.

The Internet economy is growing at an explosive rate. Studies es-
timate that it may grow more than tenfold, from the tens of billions
of dollars to perhaps trillions of dollars. Our economy is already
reaping the benefits. The question remains, what does this mean
for the environment?

Historical patterns indicate that economic growth comes at the
expense of the environment. Economic growth and energy use rose
and fell in tandem. However, the rules seem to be changing. In
1997 and 1998, our economy soared, yet energy use and our emis-
sion of greenhouse gases rose at a much slower rate than was indi-
cated by historical pattern. Apparently, our economy is becoming
more energy efficient.

I think President Clinton made that point in his State of the
Union when he spoke about how perhaps in this next century we
can finally put to rest this mythology that you cannot have eco-
nomic growth and a cleaner environment at the same time. So we
are challenged in this Congress to keep unfolding this new think-
ing, which I think we are capable of doing.

I think there is good reason to believe the Internet will help us
become even more energy efficient. E-businesses require less retail
space, relying instead on warehouses. This saves energy otherwise
spent on construction. Businesses and individuals do not need to
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store as much information on paper, which saves energy otherwise
spent producing paper and building storage space. Businesses will
likely obtain more accurate consumer information, which saves en-
ergy otherwise spent building storage space for unused inventory.
Consumers save the energy used to drive to and from the mall
when they order products on line, and telecommuting saves energy
otherwise expended on driving to work and constructing office
space.

These benefits apparently come at little cost because the Internet
is not energy intensive. According to the Energy Information Ad-
ministration, personal computers in residences and business ac-
counted for less than 2 percent of our electricity use in 1999. Much
of this energy was used to power other aspects of computer use, not
just the Internet. And we did not see a substantial increase in en-
ergy use in 1997 and 1998 when Internet use rose dramatically. In
fact, energy use increased at a much slower rate than expected. In
his written testimony, Mr. Hakes testifies that “it is clear that the
size of Internet electricity use today is small compared to that of
all other uses of electricity.”

If the Internet does provide great energy benefits at little cost,
we may need to rethink some of our earlier analyses of the cost of
complying with the Kyoto protocol. A working paper prepared at
the Environmental Protection Agency found that information and
communication technology “may prompt large structural changes
that can reduce overall energy consumption.” These changes could
potentially significantly reduce mainstream estimates of energy use
and carbon emissions, such as the Energy Information Administra-
tion’s analysis of the cost of the Kyoto protocol. In other words, we
may have greatly overestimated the cost of complying with the
Kyoto protocol.

I think that one of the things that we should also consider is that
as we move toward this tremendous explosion of new thought in
this new century, that we will most likely be ushering in alter-
native energy strategies. It is inevitable. We could not foresee at
the beginning of the 19th century the great developments in trans-
portation and energy and science. | think that we have an under-
standing of how this impulse to create is so powerful in our society,
and | think we can anticipate that there will be dramatic develop-
ments in information technologies, which in some ways will make
this debate itself hopefully obsolete. But it is not obsolete at the
moment, | respect that, and | appreciate the opportunity to pro-
ceed. | think it is an important issue.

I look forward to hearing from the witnesses today, and | would
ask the Chair unanimous consent to hold the record open for rel-
evant materials.

Mr. RyAN. Without objection.

[The prepared statement of Hon. Dennis J. Kucinich follows:]



Statement of Mr. Kucinich
February 2, 2000
NEG Subcommittee hearing on Global Warming and the Internet

Mr. Chairman, thank you for holding this important hearing
on the impact of the Internet on energy demand and our production

of greenhouse gases.

The Internet economy is growing at an explosive rate. Studies
estimate that it may grow more than ten-fold -- from the tens of
billions of dollars te one trillion dollars -- in just a few years. Our
economy is already reaping the benefits. But the question remains,

what does this mean for the environment?

Historical patterns indicate that economic growth comes at
the expense of the environment. Economic growth and energy use
rose and fell in tandem. However, the rules seem to be changing.
In 1997 and 1998 our economy soared, yet energy use — and our
emission of greenhouse gases — rose at a much slower rate than was
indicated by historical patterns. Apparently, our economy is

becoming more energy efficient.
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Mr. Chairman, there is good reason to believe the Internet will
help us become even more energy efficient:

. E-businesses require less retail space, relying, instead, on
warehouses. This saves energy otherwise spent on
construction.

. Businesses and individuals do not need to store as much
information on paper which saves energy otherwise spent
producing paper and building storage space.

U Businesses will likely obtain more accurate consumer
information which saves energy otherwise spent building
storage space for unused inventory.

] Consumers save the energy used to drive to and from the mall
when they order products on line.

. And telecommuting saves energy otherwise expended on

driving to work and constructing office space.

These benefits apparently come at little cost because the
Internet is not energy intensive. According to the Energy
Information Administration, personal computers -- in residences
and business -- accounted for less than 2% of our electricity use in
1999. Much of this energy was used to power other aspects of
computer use -- not just the Internet. And we did not see a

substantial increase in energy use in 1997 and 1998 when Internet
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use rose precipitously. In fact, energy use increased at a much
slower rate than expected. In his written testimony, Mr Hakes
testified that, quote, “it is clear that the size of Internet electricity
use today is small compared to that of all of the other uses of

electricity.”

If the Internet does provide great energy benefits at little cost,
we may need to rethink some of our earlier analyses of the cost of
complying with the Kyoto Protocol. A working paper prepared at
the Environmental Protection Agency found that information and
communication technology, quote, “may prompt large structural
changes that can reduce overall energy consumption.” These
changes could potentially significantly reduce mainstream estimates
of energy use and carbon emissions -- such as the Energy
Information Administration’s analysis of the cost of the Kyoto
Protocol . In other words, we may have greatly overestimated the

cost of complying with the Kyoto Protocol.

Mr. Chairman, this is an important issue and I look forward

to hearing from the witnesses today.
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[Witnesses sworn.]
Mr. Rvan. | will start with Mr. Hakes. Mr. Hakes, thank you.

STATEMENTS OF JAY HAKES, ADMINISTRATOR, ENERGY IN-
FORMATION ADMINISTRATION, DEPARTMENT OF ENERGY;
JOSEPH ROMM, EXECUTIVE DIRECTOR, CENTER FOR EN-
ERGY AND CLIMATE SOLUTIONS, AND FORMER ACTING AS-
SISTANT SECRETARY FOR ENERGY EFFICIENCY AND RE-
NEWABLE ENERGY, DEPARTMENT OF ENERGY; AND MARK
MILLS, SENIOR FELLOW, COMPETITIVE ENTERPRISE INSTI-
TUTE, AND SCIENTIFIC ADVISOR, GREENING EARTH SOCI-
ETY

Mr. Hakes. Thank you, Mr. Chairman. It is a pleasure to be be-
fore the Congress talking about something other than high oil
prices this week.

The Energy Information Administration estimates that if current
Federal policies remain in place, electricity use in the United
States over the next two decades is likely to grow by about 1.5 per-
cent a year. While no one can estimate growth in electricity with
exactitude, this number does provide a useful benchmark for people
who study energy issues.

A lively debate has emerged over whether consumption of elec-
tricity is likely to rise more slowly or more rapidly than the EIA
projects. One camp represented today argues the former and an-
other the latter, and they can testify why they have reached these
conclusions.

The points raised by these analysts certainly have some merit.
Most of them, however, are already incorporated in the EIA analy-
sis, although not at a scale that would satisfy either of the camps.
Several of our assumptions would seem to reflect the trends they
are talking about; for example, a steady shift to less energy inten-
sive industries, new equipment in the industrial sector that is
much more efficient than the stock it replaces, penetration of more
efficient equipment in the residential and commercial sectors, and
a growth of 3.2 percent a year in a category called “other uses of
electricity,” which would allow for considerable growth in electric
load brought about by computers and the Internet.

While it is certainly not possible to rule out the slower electronic
growth or the faster electric growth arguments, we don't find either
convincing enough to suggest that the EIA should be altered in ei-
ther direction. In the first place, as seen from the list above, the
arguments haven't been ignored in the EIA analysis and, in addi-
tion, to some extent, they offset each other.

The slow energy growth camp must deal with expectations that
lower prices for electricity and rapid growth in personal disposable
income will create a climate in which demand for new energy serv-
ices is likely to grow and the priority given to reducing fuel costs
is not likely to be high. The rate of stock turnover limits the speed
with which many more efficient pieces of equipment can enter the
market and many of the changes suggest that they are less dra-
matic than they might appear.

For instance, as web-based shopping grows, much of the displace-
ment will be of catalogs and 800 telephone numbers. There will
still be some reduction in energy use, but trucks will still be needed
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for their frequently long journey from the warehouse to the home.
The warehouses the products come from are likely to be smaller,
but the homes they go to are likely to be larger.

The high energy growth camp has to deal with the fact that com-
puter equipment of whatever type tends to have very low electric
load compared to space heating and cooling and other more tradi-
tional equipment. This can be seen in the graph which is figure 1
of my prepared testimony. Those of you who have the testimony
can find this as figure 1, but on the graph here, you can see that
PCs are estimated to be 2 percent of the electric load in residential
buildings. Now, as other witnesses will point out, there is some
fuzziness to the data, and maybe that is not perhaps an exact num-
ber. But we do know a lot about these other uses and we know the
total electric consumption. Say we are off by some magnitude here,
we are still not talking about something that is a heavy load in the
home. At home | now listen to more CDs, music on my computer,
but that means | am using my stereo system less, which actually
uses more watts.

PCs and other electronics are growing rapidly, but still a small
part of overall consumption, and this is shown in a later graph.
This is all buildings, commercial and residential. Some of what Mr.
Mills is talking about is in the PC category and some of it is in
commercial office equipment. You can see that the rates of growth
are very, very high there, much above average, but the BTUs
growth is relatively small, because it is just a small part of the
electrical load.

I would also say that we do question some of the calculations in
the high-growth camp on the load of these pieces of electrical
equipment.

Future trends in energy efficiency and expanded demand for en-
ergy services are particularly difficult to anticipate. It is hard often
to get good data. But in summary, we continue to believe that our
estimates on the growth of electricity are good base case projections
under current policies for at least a couple of reasons. One, we are
not seeing either of the alternate growth paths reflected in the cur-
rent data. Second, the advances in technology that accelerate effi-
ciency are often the same as those that accelerate demand for en-
ergy services. Just look at the automobile as an example of that.

For instance, if technology progresses more rapidly than pro-
jected, it will likely spur both greater efficiency and greater de-
mand for new energy services, so the two results tend, to some ex-
tent, to offset each other.

I would also hope in the question period | will have an ample op-
portunity to discuss the testimony of my former colleague, Mr.
Romm. His characterizations of EIA’s previous work on Kyoto and
other subjects | believe are highly misleading. These mistakes have
been pointed out rather fully in the public record, and I am some-
what puzzled why they continue to appear in the public record. So
I hope that in the question and answer period we will have a
chance to fully discuss some of the points he raises in his testi-
mony.

[The prepared statement of Mr. Hakes follows:]
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Mr. Chairman and Members of the Committee:

I appreciate the opportunity to appear before you today to discuss the potential impacts of the
growing use of computers and the Internet on electricity consumption.

The Energy Information Administration (EIA) is a statistical and analytical agency within the
Department of Energy. We are charged with providing objective, timely, and relevant data,
analysis, and projections for the use of the Energy Department, other agencies, the Congress, and
the public. We do not take positions on policy issues, but we do produce data and analysis reports
that are meant to help policy makers decide energy policy. Because we have an element of
statutory independence with respect to the analyses we publish, our views are strictly those of
EIA. We do not speak for the Department, nor for any particular point of view with respect to
energy policy, and our views should not be construed as representing those of the Department or
the Administration. EIA’s baseline projections on energy trends, however, are widely used by
government agencies, the private sector, and academia for their own energy analyses. Eagh year
EIA publishes the Annual Energy Outlook, which provides projections and analysis of domestic
energy consumption, supply, prices, and carbon emissions. These projections are not meant to be
exact predictions of the future but represent a likely future, assuming known trends in
demographics and technology improvements and also assuming no change in current law,

reguiation, and policy.
Background

We are all well awaré of the explosive growth of personal computers (PCs) and the Internet in our
homes and in all aspects of our daily lives—schools, businesses, and industries. A recent report
from the Department of Commerce, The Emerging Digital Ecoromy I1, is one of many recent
studies undertaken to analyze the growing public access and availability to the Internet and the

growth of electronic commerce (E-commerce).! These studies have indicated that E-commerce,

' ics and Statistics Administration, U.S. Department of Commerce, The Emerging Digital Economy 11,
{Washington, DC, June 1999), www.ccommerce.goviede.
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in the form of business-to-consumer and business-to-business sales over the Internet, may
transform the way business is currently carried out, while increasing productivity and reducing
waste. Some argue that the incréase in the use of electronic equipment will increase energy use
while others contend that the Internet will temper future growth in energy use by reducing the

need for energy-intensive manufacturing, retail space, and transportation requirements.
Electricity Use — Past and Future

From 1985 to 1995, retail electricity sales grew at a rate of 2.6 percent per year, faster than any
other delivered energy source over the same ten year period.” Since 1995, the use of the Internet
has increased dramatically, yet retail electricity sales have grown by 2.1 percent per year, 0.5
percentage points less than the previous 10 years.* Economic activity, weather, and other factors
can, of course, affect these growth rates. However, some nﬁgﬁt conclude that the Internet, in and
of itself, has not yet caused a significant impact on the amount of electricity used by households,
commercial establishments, and large industrial users combined, due to the substitution away from
other uses of electricity, such as color televisions and stereo systems. From 2000 to 2010, the
Annual Energy Outlook 2000 (4EO2000) projects electricity sales to grow at about 1.5 percent
per year, as trends in energy efficiency, appliance saturation, population, and economic growth act
to slow the growth realized in the 1980s and 1990s.* An in depth look at how electricity is used
in each sector will help in understanding the projected growth rates for electricity in the
AEO2000.

2Energy Information Administration, Monthly Energy Review, DOE/EIA-0035(9%/12),(Washington, DC, November
1999},

Energy Information Administration, Short Term Energy Outlook, DOE/EIA-0202(2000/01), (Washington, DC,
December 1999), www.eia.doe.gov/emeu/steo/pub/10tab.html.

“Energy Information Administration, Annual Energy Qutlook 2000, DOE/EIA-0383(2000), (Washington, DC,
December 1999).
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Residential Buildings

Households currently consume more electricity, 35 percent, than any other end-use sector in the
United States (Figure 1). The uses for electricity in the house are numerous, with no single service
responsible for more than 13 percent of the total electricity sold to the residential sector on an
annual basis. Over the past decade, many new electronic devices have made their way into the
ho:e, including PCs and peripheral equipment. Although PCs have been on the market for more
than 15 years, sales have recently skyrocketed as a result of the development of various software
applications and the popularity of the Internet, Trade publications estimate that about half of the
households in the United States have at least one PC, up from 35 percent in 1997.%

Even with the increasing use of PCs in the residential sector, it is estimated that in 1999, PCs
accounted for only 2 percent of the electricity delivered to the home (Figure 1).° The four largest
uses for electricity—space heating, space cooling, refrigeration, and water heating—account for
almost half of all electricity used on an annual basis. In fact, an average household using electricity
as its main space heating fuel would use nearly 12 times more electricity for space heating than for
PCs.” PCs, however, are one of the fastest growing uses for electricity, as more householders
purchase them and those that have them use them for more than simply balancing their
checkbook. Even with the explosion in the use of a variety of home electronics, residential
electricity sales in the 1990s grew at an average rate of only 2.4 percent per year (compared to
2.6 percent per year in the 1980s}), about twice the rate of household formation (1.2 percent per
year}. Within this decade, residential electricity consumption declined from its previous year total
twice (1992 and 1997), as cooler summer temperatures, particularly in 1992, significantly reduced

5Energy Information Administration, 4 Look at Residential Energy Co ption in 1997, DOE/EIA-0632(97),
{Washiogton, DC, November 1999).

“Residential PC usc is defined as the electricity required for the ventral processing unit (CPU) and monitor,

"Energy fon Admi ion, 4 Look at Residential Energy Co pion in 1997, DOE/EIA-0632(97),
{Washington, DC, November 1999).




18

the amount of electricity needed for air conditioning. The 4EO2000 projects residential
electricity sales to grow at an annual rate of 1.5 percent per year through 2010, as household
formation growth slows and energy efficiency increases, dampening the growth in miscellaneous
electric devices. In AE02000, electricity use by miscellaneous electric appliances, including PCs,
color televisions, and the like, are projected to grow at 3.2 percent per year through 2010, more
than twice the rate of the average electricity growth rate, and more than three times the rate of
household formation. These growth rates are based on saturation rates and recent data detailing

the use of these appliances in the home.

Figure 1. Residential Sector Site Electricity Consumption by End-Use, 1999
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Source: Annual Energy Outlook 2000
Note: PCsare defined as central processing unit and menitor.
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The commercial sector currently uses about one-third of all of the electricity consumed in the
United States (Figure 2). PCs® and other office equipment were estimated in 1999 to account for
2.4 and 7.5 percent of total commercial electricity use, respectively, for a total of about 10
percent. In contrast, lighting in commercial buildings is estimated to require more than three times
the electricity needed to power PCs and other office equipment.. Space conditioning—heating,
cooling, and ventilation—also commands a significant share of commercial electricity use, about
twice that used for\ PCs and office equipment.” Refrigeration, water heating, cooking, and various

other services account for the remaining commercial energy use.

EIA’s recent report on PC use in commercial buildings' estimated that the number of PCs and
computer terminals used in commercial buildings increased by 45 percent from 1992 to 1995. For
all commercial buildings, there were three PCs or computer terminals for every five employees in
1993, and in office buildings, which comprised nearly half of all computers used in the commercial
sector in 1995, there were four PCs or computer terminals for every five employees. However,
the dramatic growth in commercial PCs has not translated to similar growth in electricity use,
which has averaged 3.0 percent per year in the 1990s (compared to 4.5 percent per year in the
1980s) because PC use still comprises a relatively small share of commercial electricity
consumption. Electricity used for all office equipment, PCs, and miscellaneous applications,
inchuding Internet-related uses, is projected to grow at 3.0 percent per year through 2010, more
than 2.5 times the rate of commercial floor space, and nea.riy twice the rate of total commercial
sector electricity use (Figure 3). The growth rates assumed for these miscellaneous uses are

based on recent data on appliance saturation and usage rates.

®Commercial sector PC use is defined as the electricity required for the central processing unit, monitor, and laser
printer.

*Office equi includes FAX machines, copiers, and point of sale equir {cash registers). Tel
equipment and routers for Internet connection are included in “Other - Office/Education”™ in Figure 2.

Energy Information Administration, Personal Comp and Comp Terminals in Commercial Buildings,
{Washington, DC, April 1999), www.cla.doc.gov/ /i ptionbrisfs/checs/p inals.htmi
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Figure 2. Commercial Sector Site Electricity Consumption by End-Use, 1999
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Sourca: Annuat Energy Outlook 2000,
Note: PCs are defined as the central processing unif, moniter,and laser printer.

Industrial Manufacturing and Faeilities and Economic Growth

The EIA report Manyfacturing Consumption of Energy 1994 1! estimates that less than 2 percent
of all electricity used in manufacturing facilities in 1994 was consumed for facility support.
Facility support, in this case, includes the functions normally associated with office or building
operations other than facility lighting, heating, ventilation, and air conditioning. Operation of
office equipment such as PCs and copying machines are part of facility support. However,

cooking and refrigeration in cafeterias, elevator operation, and the energy used by vending

YEnergy Information Admini A ing piion of Energy 1994, DOE/EIA-0$12(94),
{Washington, DC, December 1997) and fipy/fip.cia.doe.gov/pub/pdficonsumption/051294.pdf.
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machines are a few examples of other functions included in facility support, highlighting the fact
that office equipment use comprises just a small fraction of the electricity used in manufacturing

facilities.

Figure 3. Buildings Sector Site Electricity Growth by End-Use, 2000-2010
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There are limited data detailing the energy use associated with the manufacturing of computer-
related products. The Annual Survey of Manufactures (ASM)", however, reports the amount of
electricity purchased by Standard Industrial Classification (SIC) 357 {(computer manufacturing)
and SIC 367 (semiconductor manufacturing). In 1994, computer manufacturers purchased 4.9
billion kilowatthours of electricity while semiconductor manufacturers purchased 15.7 billion

“Bureau of the Census, U.S. Department of Commerce, 7994 Annual Survey of Manufactures, MO4(AS)-1,
{Washington, DC, March 1996).
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kilowatthours of electricity, which together account for 2.6 percent of the 802 billion
kilowatthours of total manufacturing sector purchased electricity. These two sub-sectors
accounted for 5.2 percent of the total value of manufacturing shipments in 1994. In 1996, the
ASM reported that these same SIC groups accounted for the same percentage of total
manufacturing purchased electricity, while its value of manufacturing shipments increase to 6.2
percent.”® From 2000 to 2010, AEQ2000 projects the value of output for SIC 367 to grow at 7.3
percent per year, one of the fastest growing manufacturing sectors in the U.S. economy, which
contributes to a projected overall Gross Domestic Product (GDP) growth rate of 2.3 percent per
year through 2010. Total gross output of the U.S. economy is projected to grow at 2.3 percent
per year through 2010, the same rate as GDP. As a percentage of total gross output, SIC 367 is
projected o grow to 2.8 percent by 2010, up from 1.7 percent in 2600. The high rate of growth
in SIC 367 contributes to an electricity sales growth rate of 3.2 percent per year for metal based
durables manufacturing, more than twice the rate of overall industrial sector electricity sales

through 2010.
The Digital Age and Energy Consumption

The Digital Age has brought about many new electronic devices over the recent years, many of
which are associated with the use of PCs. For household PC use, current electricity use estimates
range from 130* to 262" kilowatthours per year, based on many factors, including hours of use,
efficiency features (e.g., sleep mode), and monitor size. While it appears obvious that the Internet
has increased the number of hours a home PC might operate, if is not clear that the energy use

associated with the extra operating hours necessarily adds extra kilowatthours to the average

PRurean of the Census, U.S. Department of Commerce, 1996 Annual Survey of Manufuctures, M9S(ASK-1,
(Washington, DC, February 1998).

“Ernest Orlando Lawrence Berkeley National Laboratory, Energy Data Sourcebook for the U.S. Residential Sector,
{Berkeley, CA, September 1997).

5 Arthur D, Little, Electricity Consumption by Small End Uses in Residential Buildings, (Cambridge, MA, August
1998).
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monthly electricity bill. In some cases, the time spent on the Internet could supplant
watching ielevision or playing video games, both of which consume electricity. In fact, a home
theater equipped with a cable box and VCR could, depending on the features of the equipment,
use more electricity than surfing the Internet for a comparable amount of time. Newer PCs are
equipped with efficiency features that allow the unit to “power down” when left inactive for a
certain amount of time. This feature, however, can be disabled in a manner similar to flow
restriction devices in showerheads, limiting the overall effectiveness of the option. Current
estimates for Internet use at home are 7 hours per week, less than half the hours (15) estimated
for television use. Recent trends have shown that hours spent on the Internet have been

increasing, while time spent watching television has been flat or falling.™

In the commercial sector, growth in the number of PCs is expected to slow in the next deéade as
the market becomes saturated. As noted earlier, office buildings were estimated to have four PCs
for every five employees in 1995. Office workers may increase Internet use; however, this may
offset use of other types of office and computer equipment, such as FAX machines and copiers or
travel for reference materials. In short, it is extremely difficult to separate computer use
associated with the Internet from computer use in general, given the fact that no matter the

application, the desktop computer will use the same amount of electricity (i.e., ON is ON).
Uncertainties Relating to Electricity Consumption

The uncertainty related to future electricity demand due to the growth of the Internet is just a
small component of all the uncertainty relating to future electricity demand. There are many
factors that can either increase or decrease the use of electricity on a per household or per

building basis. As a wealth of new electronic devices makes ifs way into homes and businesses,

“EEnergy Informer Newsletter, (Menlo Park, CA, Jamuary 2000).
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electricity use can be expected to increase. However, many programs exist to reduce the amount
of electricity needed to power most major appliances. These include Federal equipment efficiency
standards, State and local building codes, research and development (R&D) programs, voluntary
programs, and executive orders for Federal agencies. More efficient versions of current
technology can provide a means to offset the expected growth in electricity use due to the
introduction of new electronic devices. However, the timing and widespread acceptance of these
technologies provide a degree of uncertainty regarding their effectiveness. The implementation of
unforseen policies and advances in technologies can easily dwarf any impact that the Internet
might have on electricity demand. This is especially true internationally, where regions such as
China and South America are in the process of providing electricity to hundreds of millions of
people. Europe is currently transitioning to a continent-wide wholesale market for electricity,
which could have a major impact on future clectricity demand, regardless of how fast the Internet

ZTOWS,

Future energy prices and their effects on consumer behavior add further uncertainty to projections
of total energy and electricity consumption. It is possible that the increasingly competitive
structure of the electricity generation, transmission, and distribution industry may lead to declining
electricity prices. In that case, consumers are likely be less concerned about their use of
electricity-consuming services and the purchase of energy-efficient products. As the marginal
price of providing a particular service falls, as a result of either declining energy prices or
increasing energy efficiency, one would expect the energy intensity for that service to increase.
This “rebound” effect is particularly important in space conditioning applications, where a direct
response to higher or lower energy prices can be easily accomplished by modifying the thermostat
setting, On the other hand, higher prices of fuels used to generate electricity, electricity industry
developments, or policy initiatives to reduce U.S. energy consumption and emissions could lead

to higher electricity prices.

Electricity Use and the Kyoto Protocol

10
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In the EIA report Impacts of the Kyoto Protocol on U.S. Energy Markets and Economic
Activity," reference case electricity sales are projected to grow at 1.5 percent per year from 2000
to 2010, identical to the rate projécted in AE02000 over the same period. Depending upon the
magnitude and availability of flexibility measures to meet the Kyoto Protocol (U.S.carbon
emissions 7 percent below their 1990 levels), the carbon price is projected to range from $67 to
$348 ($1996) per metric ton in 2010, Average electricity price increases in these scenarios in
2010 range from 20 to 86 percent over the reference case level of 6 cents per kilowatthour.
Residential elecfﬁcity prices in the Kyoto study range from 19 1o 82 percent over reference case
levels in 2010. Even\ét\the most extreme price increase, it is not expected that household use of
the Internet would substantially change. With the near doubling of projected electricity prices by
2010 compared to recent history in the most extreme case of the Kyoto study, operating a home
PC for a month would cost about 5 tires less than the cost of a standard monthly subscription for
Internet access.'® In the most extreme case of the Kyoto study, residential sector electricity use
by PCs was projected to decrease by 14 percent (1.7 billion kilowatthours) relative to the

reference case in 2010,

Recent Studies on the Digital Age and Energy Use

Several recent articles have indicated that the increasing popularity of the Internet will
dramatically increase electricity use, creating the need for new power plants, while others suggest
that the Digital Age will bring about structural change leading to more efficient use of resources

and energy.

The Internet Begins With Coal: 4 Preliminary Exploration of the Impact of the Internet on

YEnergy Information Administration, mpacts of the Kyoto Protocol on U.S. Energy Markets and Economic Activity,
SRAOIAF/98-03, (Washington, DC, October 1998).

18This calculation is based on a PC using 262 kilowatthours per year, electricity prices at 13.9 cents per kilowatthour,
and Internet access costing $15 per month.

11
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Electricity Consumption by the Greening Earth Society, and the derivative Dig more coal — the
PCs are coming in the May 31, 1999, issue of Forbes Magazine, both contend that the Internet
economy will require a substantial increase in electricity use to keep up with the pace of Internet
development. In summary, these articles suggest that there are over 200 million computers in
homes and businesses, and that these computers, coupled with their accessories and associated
devices, use about 8 percent of the U.S. demand for electricity. In addition, these articles suggest
that within 10 years, half of the electric grid will power the Internet and E-commerce activity.
The Forbes article, as the title suggests, purports that coal will be the generating fuel of choice to
meet the demand for electricity.

The AEO2000 reference case projects electricity sales to grow at 1.5 percent per year through
2010, half the rate implied by the Forbes article. This projection includes recent trends in the
growth of consumer electronics, recently enacted Federal appliance efficiency standards, the
effects of structural changes in the economy, and electricity deregulation. These factors have
different effects on the electricity growth rates and consumption of various building sector end
uses (Figure 3). However, at the average rate of growth of 1.5 percent per year, electricity
generated by coal increases by only 13 percent (242 billion kilowatthours), while electricity
generated by natural gas increases by 96 percent (309 billion kilowatthours). By 2010, only 2
percent of cumulative electric generator additions are projected to be coal-fired, while 94 percent
are projected to be natural gas-fired.

If the demand for electricity were to grow at 3 percent per year through 2010, as suggested in the
Forbes article, generation from coal would account for 32 percent of the increase, while natural
gas would account for 60 percent.'® In this “high electricity growth case,” coal would account for
less than 50 percent of electricity generation, while generation from natural gas would nearly

"Energy Information Administration, National Energy Modeling System run HIEL3.D122999A.

12
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triple, increasing to 25 percent by 2010. Given the increased reliance on natural gas in the electric
generation sector, the 16 percent increase in electricity sales in this “high electricity growth case”
would increase carbon dioxide emissions by 6.6 percent in 2010 (117 million metric tons of
carbon equivalent), relative to the AEO2000 reference case forecast.

While it is indisputable that the Internet and E-commerce are growing rapidly, estimates regarding
the electricity associated with its direct use cited in the Forbes article have been subject to some
debate. Lawrence Berkeley National Laboratory, for example, asserts that electricity use
associated with the Internet has been overestimated by a factor of 8 in the Forbes article.”® The
Forbes article appears to have severely over estimated the number of PCs in use today. While it is
true that sales of PCs have been brisk of late, not all of these purchases are additive to the stock.
In fact, because of fast stock turn over (roughly 2 to 3 years), many computer purchases replace
older units, especially since the technology has been evolving so rapidly over the past several
years. Also, for many of the devices associated with Internet use and dot-com companies, such as
routers and mainframe computers, the electricity use was estimated using the rated power, which
is typically twice the actual power draw.2! Correcting for this error reduces the amount of
electricity attributable to routers in the Forbes analysis by a factor of three. With all of these
corrections taken into account, it is unlikely that the Internet will require 30 to 50 percent of the
electric grid in the coming years, as suggested in the Forbes article.

While the 4E02000 forecast does include Internet use in the projections, it does not include it as
a separate category due to the difficulties in quantifying its exact use. Figures 1 and 2 detail
electricity use in the residential and commercial sectors for 1999. Electricity use attributed to PCs
accounted for about 2 percent (19 and 27 billion kilowatthours in the residential and commercial

! Berkeley National Lab y, Mi durn LBNL44698, (Berkeley, CA, December 1999).

g Berkeley Nati i Lab v, Mi dum LBNL-44698, (Berkeley, CA, December 1999).
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sectors, respectively) of the electricity used in each sector, with peripheral equipment related to
the Internet in businesses and home PCs accounting for 1.5 and 0.3 percent (16 and 3 billion
kilowatthours) of commercial and residential secior electricity use, respectively. With the
addition of the electricity used to manufacture computer-related equipment, electricity used by all
computers and Internet-related uses accounted for lpss than 3 percent (98 billion kilowatthours)
of all domestic electricity sales in 1999, well below the 8 percent (263 billion kilowatthours)
reported in the Forbes article. Included in the 4E02000 forecast are the recent historical growth
trends in miscellaneous uvses of electricity, of which the Internet is one, in order to quantify future
clectricity use. Even with the inclusion of these recent growth rates, the amount of electricity
used by PCs and peripherals in the home and PCs and office equipment in commercial
establishments is well below the amount claimed in the Forbes article.

A recent article by The Global Environment and Technology Foundation (GETF) entitled The
Internet Economy and Global Warming takes the position that the growth in the Internet will help
companijes become more energy and resource efficient, contributing to higher economic growth
and less negative impact on the environment. These claims are based largely on economic and
energy data for two years, 1997 and 1998, which exhibited fairly substantial increases in economic
growth while energy consumption “hardly grew at all " The paper suggests that the precipitous
drop in energy intensity over this time period can be attributed to structural changes in the
economy and gains in energy efficiency. While it is true that total delivered energy (exciuding
fuel used to generate electricity) decreased from 1996 to 1998, it should be noted that the decline
is almost entirely due to a decrease in the use of natural gas in the buildings and industrial
sectors.” Natural gas use in these sectors decreased by 6 percent over this period, however,
three-fourths of the decrease was in the buildings sector, where gas-weighted heating degree-days

ZThe Center for Energy and Climate Solutions, The nternet Economy and Global Warming, December, 1999,

®Energy Information Administration, Monthly Energy Review, DOE/EIA-0035(99/12),( Washington, DC, November
1999).
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were 16 percent lower in 1998 than were observed in 1996. In fact, through the first nine months
of 1999, natural gas consumption in the buildings sector was 4.1 percent higher than the first nine
months of 1998, as winter températures became more “normal” in early 1999. In fact, buildings
sector natural gas consumption, when normalized for weather fluctuations, increased in 1998,
relative to all other years since 1986 (Figure 4). Although customer growth is not reflected in
Figure 4, the trend line shows that growth in natural gas use, in terms of customers and/or
irtensity, has more than offset increases in efficiency. If energy efficiency was responsible for the
decline in natural gas consumption over this period, one would not expect such a marked increase
in this index in 1998, relative to 1996. Overall, one would expect the change in energy
consumption and intensity to have occurred over a widerrange of fuels and sectors if energy
efficiency and structural changes were responsible for the lower energy use over this two year
period, which was not the case.

Figure 4. Buildings Sector Natural Gas Consumption per Heating Degree-Day,

1986-1998
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The GETF paper discusses various energy saving consequences brought on by widespread
adoption of the Internet, particularly those related to E-commerce. The merits of E-commerce
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are numerous. The Internet has been successful in bringing together buyers and sellers of goods,
on a virtually international level, reducing transactions costs in the process. Ford and General
Motors, for example, have plans to integrate their respective supply chains via the Internet,
allowing for a more precise inventory scheme and allowing vendors to compete in an auction-type
setting for the right to supply parts. These new concepts may radically change the way companies
compete for business, but the effect on energy consumption is vague at best. To the extent that
this new business model lessens the need for energy-using services such as business travel, retail
outlets, or the production of excessive inventories, overall energy use may decline. On the other
hand, as electricity markets are deregulated and electricity is auctioned via the Internet, electricity
prices might decline, effectively making some investment decisions regarding energy efficiency
less attractive. However, real-time pricing in wholesale electricity markets has been subject to
large price spikes over the past several years. A rhore coordinated market structure via the
Internet may help alleviate some of these spikes in the future, as buyers and sellers of electricity
are brought together more efficiently in the marketplace. Other energy-saving applications of the
Internet could include more efficient monitoring of heating and cooling equipment in buildings

and increased telecommuting, which could reduce transportation energy use.
Summary and Cenclusions

At this point in time, it is too soon to come to any conclusions as to the precise energy path of
electricity use resulting from Internet and Internet-based commerce. Attempts have been made to
show that the growth of the Internet will substantially increase electricity use, while others have
stated that the growth in the Internet and the information technology sector will decrease energy
use. There are many problems associated with trying to estimate the direct impact that the
Internet will have on energy consumption. As mentioned earlier, Internet use is not purely
additive as implied in the Forbes article. Other uses for electricity, such as television and stereo
equipment, will most likely see less use in the home as Internet use rises. The energy implications,

therefore, are vague at best, especially given the lack of time series data available to assess the
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likely impacts. The AE02000 reference case includes the major policies and market phenomena
that have and are projected to continue to influence the amount and type of energy used
throughout the U.S. economy. Recent trends in the growth of electronic equipment, stock
turnover, appliance efficiency standards, structural changes in industry, electricity restructuring,
and macroeconomic activity alt factor into the development of the AEO2000 reference case
forecast. While there is uncertainty in all of these elements, it is clear that the size of Internet
electricity use today is small compared to that of all of the other uses of electricity. The
uncertainties rel\z;tivekto all those uses, including the Internet, could result in higher or lower
electricity forecasts than those of AE02000.

17
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Annual Growth Rate of GDP and the Energy to GDP Ratio

GDP E/GDP
2.4% 1.3%
23% -0.8%
6.1% -1.4%
43% -0.4%
58% -1.3%
64% -2.0%
6.5% -0.9%
2.5% 0.7%
4.7% 1.2%
3.0% 2.1%
0.1% 3.3%
33% -1.1%
55% -0.5%
58% -1.5%
-0.6% -1.6%
-04% -2.3%
5.4% 0.2%
4.7% -1.9%
54% -2.7%
28% -1.6%
0.3% -2.9%
2.3% -4.6%
21% -2.0%
4.0% -4.0%
70% -1.9%
3.6% -3.7%
31% -2.6%
29% 0.4%
3.8% 0.5%
34% -1.5%
1.2% -17%
-0.9% 0.8%
27% -0.9%
23% -0.2%
35% -1.2%
2.3% -0.3%
34% -0.2%
3.9% -3.4%
3.9% -3.9%

GDP E/GDP

Largest annual energy intensity decline
High GDP growth & fast energy intensity decline

High GDP growth & fast energy intensity decline

High GDP growth & fast energy intensity decline
High GDP growth & fast energy intensity decline
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Mr. McINTosH [presiding]. Thank you, Mr. Hakes. We will cer-
tainly afford you that opportunity during that period.

Our next witness is Mr. Romm. If you could summarize your
written testimony for us, that would be great.

Mr. RoMmM. Mr. Chairman and members of the subcommittee, |
am delighted to appear before you today. Let me start with three
things that we know for sure. Mr. Mills is wrong; EIA’s key fore-
casts are often wrong; and something very unusual is happening
with the way the United States uses energy. Let's start with Mr.
Mills.

It is rare that we know so conclusively that someone is as wrong
as Mr. Mills. Let me present the results of a detailed study by five
scientists at Lawrence Berkeley National Laboratory. On the left is
current electricity used by the Internet according to Mr. Mills, the
revision by Lawrence Berkeley National Laboratory on the right.
Mills now repeatedly overestimates the electricity consumed by dif-
ferent components of the Internet. Mills is wrong by at least a fac-
tor of 8. He makes a variety of methodological and analytical errors
that 1 would be happy to go into during the question and answer.
He keeps ascribing all of the electricity used by a computer for all
purposes, even if it only spends a few hours on the Internet. But
the main reason we know Mr. Mills is wrong is, as Dr. Hakes said,
electricity consumption hasn't exploded in the last few years, and
I will return to this point later.

On EIA, EIA is quite good at collecting and analyzing data. It is
very bad at forecasting. In a 1996 Science Committee hearing, Dr.
Hakes and | were witnesses. Chairman Dana Rohrabacher asked
him, “Dr. Hakes, you admit in your testimony that your forecasts
have been off, and | would say they have been off not just a small
amount, but they have been off the chart. How come your pre-
dictions have been so far off?” Dr. Hakes replied, “It is the price
side where there has been the greatest error in areas like predicted
demand and consumption. | think basically a lack of understanding
of the impact of decontrol of the market. Second, | think a lot of
people, including us, underestimated the impact of technologies.”

Dr. Hakes testified that such errors were in the past, but that
is not the case. Fourteen months ago, EIA projected that the world
price of oil in the year 2000 would be $13.97 a barrel. That looks
to be wrong by a factor of 2. EIA also predicted that total U.S. car-
bon emissions would rise by 105 million tons from 1997 to 2000.
That also looks to be wrong by more than a factor of 2. EIA’s analy-
sis of the Clean Air Act overestimated the cost of sulfur permits by
a factor of 4. Why? They underestimated technology improvements,
fuel switching and the benefits of railroad competition.

I believe their estimates of the costs of Kyoto are also wrong by
a factor of 4 since they make the exact same mistakes. EIA’'s model
shuts out almost all industrial fuel-switching; EIA freezes electric
utility restructuring and, as but one technology example, EIA
projects that fuel cells will provide no electricity, not even 100
megawatts, through 2020, even under the most extreme scenario,
coal prices up 600 percent, electricity prices doubled. These kind of
obviously wrong assumptions have hurt their credibility.

The last thing we know for sure and the most interesting is that
something unusual has happened to the way the United States
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uses energy. | think this is the central chart. It compares 4 years
of data, 1992 to 1996, which are the left-hand bars in each case,
with the 3 years of 1996 through 1999. The left-hand bars could
be called right before the Internet economy took off, and the right-
hand bars, the Internet economy. What is fascinating is that as you
can see, GDP before the Internet had about 3.2 percent growth per
year. GDP growth since the Internet was accelerated by 1 full per-
centage point. But what is fascinating is at the same time that the
GDP has taken off, electricity consumption is down, which is the
main reason we know that Mr. Mills is wrong. We are actually
using less electricity, energy use is way down, and carbon dioxide
emissions are also way down. This is stunning.

Mr. McINTosH. Mr. Romm, just to interject quickly, your chart
doesn't really say energy use is down—just the growth in energy
use—

Mr. RomMm. Yes, you are right. What we have here is the histori-
cal rate relationship between GDP and energy use. As you can see,
if you compare these 2 numbers, energy use grew just slightly less
than GDP from 1992 to 1996, but from 1997 through 1999, 3 years
of data, what we see is bigger GDP growth, and | appreciate the
correction, and slower energy growth and slower electricity growth
and slower CO, growth. Obviously, the key question is whether
this is an anomaly or a trend. | believe that this is, in fact, a trend,
and | think that is the central point.

Let me, if 1 may, just briefly explain why | do think this is a
trend, because after all, if this were to continue, it would be the
biggest trend to hit the U.S. energy economy in 50 years.

First, technology. The information technology sector, as Dr.
Hakes has said, which includes computer manufacturing and soft-
ware, is just not very energy-intensive. A new EPA study that Mr.
Kucinich cited projected that if this sector continues to generate a
large fraction of our economic growth, this alone will reduce energy
consumption in 2010 by 5 percent, compared to current EIA fore-
casts.

Second, the Internet economy also makes the economy more effi-
cient. | won't go into this at length. | wrote an 80-page report on
this and we can get into this in the question and answer. Let me
say what | think is the most important aspect of the Internet econ-
omy. As more companies put their supply chain on the Internet
and reduce inventories, overproduction, unnecessary capital pur-
chases and mistaken orders, they achieve greater output with less
energy consumption. Federal Reserve Board Chairman Alan Green-
span testified in front of Congress in June, “Newer technologies
and foreshortened lead times have, thus, apparently made capital
investment distinctly more profitable, enabling firms to substitute
capital for labor and other inputs far more productively than they
could have a decade or 2 ago.”

What | am basically positing is that if you believe that the Inter-
net is increasing labor productivity and reducing inflation, that it
is also improving total factor productivity, including the Nation’s
energy productivity.

I think there is another reason why emissions may be slowing,
and that is that a lot of companies are voluntarily cutting their
emissions. The Wall Street Journal article noted in October 1999,
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“in major corners of corporate America, it is suddenly becoming
cool to fight global warming.” Mr. Hakes collects data on this sub-
ject and their latest report, which came out just last week, said
that since 1994, the quantity of emissions reductions reported each
year has roughly tripled. Total reported savings in 1998 alone ex-
ceeded 3 percent of U.S. emissions, no small amount. | also believe
that electricity competition will slow emissions. We can get to that
in the question and answer.

Let me just sum up. In conclusion, we know Mr. Mills is com-
pletely wrong. Indeed, his argument is the reverse of the truth. The
Internet almost certainly saves energy. | personally believe that
the Internet may be one of the greatest systems ever devised for
minimizing energy use and greenhouse gas emissions.

The final point. Again, something big is happening to the U.S.
economy. Faster economic growth and slower energy and green-
house gas growth. | believe this is a major trend, a new energy
economy, and that current EIA forecasts of high growth in green-
house gas emissions for the next decade are, like many of their
forecasts, wrong, perhaps by a factor of 2.

Thank you very much.

[The prepared statement of Mr. Romm follows:]
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Mr. Chairman, members of the Subcommi {amd d to appear before you today to discuss the Energy
Implications of the Digital Economy. My non-profit Center for Energy and Climate Solutions recently
completed one of the most comprehensive analyses done to date on this exact subject—the possible impact of
the Internet on energy consumption and greenhouse gas emissions. That report “The Intemet Economy and
Global Warming: A Scenario of the Impact of E-commerce on Energy and the Environment,” is available
online at www.cool-companies.org. Letme review the principal findings and conclusions of that analysis:

«  The nation experienced remarkable economic growth in 1997 and 1998, over 4% per year, driven to a
significant extent by industries that produce information technology (IT). The resulting increase in
electronic business transactions also played arole. The overall productivity of the economy appears to
have increased substantially, driven by the [T sector,

«  During those same two vears, the nation's energy consumption—the principal source of air pollution and
the gases linked to global warming—hardly grew at all. In the previous 10 years, U.S. energy intensity,
measured in energy consumed per dollar of gross domestic product (GDP) declined (i.e., improved) by
under 1% per year. In both 1997 and 1998, it improved by 4%—an unprecedented change during a time of
low energy prices. In 1998, U.S. emissions of greenhouse gases rose only 0.2%, the smallest rise since
1991 {which was a recession year).

«  Preliminary analysis by EPA and Argonne National Laboratory suggests that one third to one half of the
recent improvements in energy intensity are “structural.” Structural gains traditionally occur when
economic growth comes in sectors of the economy that are not particularly energy intensive, such as the {T-
producing sector, which includes computer manufacturing and software (as opposed to more energy-
intensive sectors, including chemical manufacture, the pulp and paper industry, and construction).

+  The remaining one half to two-thirds improvement comes from gains in the energy efficiency of all sectors.
In traditional energy efficiency, a computer factory would use more efficicut motors, a software company
might using more efficient lighting in its buildings, or a chemical manufacturer might redesign a process
for making a chemical to cut the energy used per pound of product.

+  Traditional structural gains will likely continue, since the IT-producing industries continue to show high
growth rates. The EPA has performed a preliminary analysis of the potential impact of structural changes
driven by rapid growth of the IT-producing industries. The analysis suggests that mainstream forecasts,
such as those by the Energy Information Administration (EIA) may be significantly underestimating overall
U.S. economic growth while overestimating U.S. energy and carbon dioxide emissions in the year 2010 by
up to 5 quads and 300 million metric tons of carbon dioxide. This is about 5% of the nation's projected
energy use and GHG emissions.

+ Traditional energy efficiency will also likely accelerate for two reasons, First, more and more companies
are developing and implementing strategies to reduce their greenhouse gas (GHG) emissions and these
strategies include investing in energy efficiency. Second, major energy service companies are increasingly
offering “energy outsourcing” deals in which they take over corporate energy management for Fortune
1000 companies and invest in energy efficiency to a much higher degree than those companies had. These
deals eliminate many of the barriers that have slowed more widespread adoption of energy efficiency
technologies and strategies in the past decade.

*  Equally important, the Internet economy itself seems to be generating both structural gains and efficiency
gains. Internet structural gains will occur, for instance, if the manufacturing of software on disks and CDs
(delivered by plane and/or truck) continues to shift toward purely electronic files delivered over the
Internet. If companies put their stores on the Internet using software, rather than constructing new retail
buildings, that would also represent an Internet structural gain. Dematerialization saves energy. The
Internet makes possible what might be called e-materialization. By 2003, e-materialization of paper alone
holds the prospect of cutting energy consumption by about 0.25% of total industrial energy use and net
GHG emissions by a similar percentage. By 2008, the reductions are likely to be more than twice as great.
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We also believe the Internet Economy could render unnecessary as much as 3 billion square feet of
buildings—some 5% of U.S. commercial floor space—which would likely save a considerable amount of
construction-related energy. By 2010, e-materialization of paper, construction, and other activities could
reduce U.S. industrial energy and GHG emissions by more than 1.5%.

Internet energy efficiency gains potentially cover a broad spectrum of activity. In business-to-consumer e-
commerce, for instance, a warehouse can contain far more products like books per square foot than a retail
store. Warehouses themselves also typically use far less energy per square foot than a retail store. So
books and other products sold over the Internet would likely consume less energy per book then traditional
retail-based sales.

More important is business-to-business e-commerce, which is estimated at 5 to 10 times the size of
business-to-consumer e-commerce. As traditional manufacturing and commercial companies put their
supply chain on the Internet, and reduce inventories, overproduction, unnecessary capital purchases, paper
transactions, mistaken orders, and the like, they achieve greater output with less energy consumption.
Federal Reserve Board Chairman Alan Greenspan told Congress in June “Newer technologies and
foreshortened lead-times have, thus, apparently made capital investment distinctly more profitable,
enabling firms to substitute capital for labor and other inputs far more productively than they could have a
decade or two ago.”' Imagine the Internet energy efficiency gains if electronic commerce leads “to a
reduction in overall inventories of $250-$350 billion, or about a 20% to 25% reduction in current U.S.
inventory levels.”? Few things have a larger environmental benefit than pollution prevention, especially in
the energy-intensive manufacturing sector. Not making products that wouldn’t have been sold or not
building manufacturing plants that aren’t needed is pure prevention.

Another important effect is that the Internet appears to be promoting greater use of home offices, allowing
telecommuters to spend less time at the office and also spawning many purely home-based businesses. The
Internet provides home-based workers more access to more useful information and increasingly high-speed
commections to coworkers and/or customers. And as e-commerce itself grows, both business-to-consumer
and business-to-business, more jobs will involve spending a considerable amount of time on the Internet,
jobs that can perhaps be done as easily from home as from traditional workplaces. This shift will increase
energy consumption in homes, but will likely save far greater energy in avoided office building
construction and utility bills, as well as reduced commuting energy.

There are aspects of the Internet that will probably entail more energy use, such as greater smali-package
delivery by truck. These cases may not, however, result in a net increase in energy use; efficient package
delivery by truck may replace at least in part inefficient personal driving to malls, supermarkets, bookstores
and the like. This will be particularly true if most of the packages are delivered by the Post Office, which
already passes virtually every home in the country daily. The great unknown question at this point is
whether or not a significant fraction of Americans will change their driving habits over the next few years
once it is possible to make a critical mass of cyber-trips on the Internet. That is, will the Internet be the
mall of the 21* Century?

The Internet is growing so quickly, and data on it remain so inadequate, that it is certainly not possible to
draw more than tentative conclusions at this point (particularly in areas as difficult to analyze as the
possible substitution of Internet use for transportation). That is why we have labeled this analysis a
scenario, and not a prediction. We believe the Internet may already be reducing the energy intensity of the
industrial sector, and that it holds the potential to have its most significant impact in this area. If so, this
would be the Internet’s biggest impact on the environment, since this sector is responsible for a third of the
nation’s air pollution and the vast majority of its hazardous waste and other pollutants. We believe the
Internet could significantly reduce the contribution of the commercial building sector to the nation’s energy
intensity and that gains in this sector will likely outweigh increases in electricity use in residential
buildings. We suspect the Internet economy will be no worse than neutral in the transportation sector, but
could well have a large positive impact.
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e If, indeed, the Internet is already reducing energy intensity, then it is likely to have a very big impact in the
years to come. The Internet economy is projected to grow more than ten-fold—from its current level of
tens of billions of dollars today to more than $1 trillion in a few years. Moreover, while the Internet
economy remains a small share of the total U.S. economy, it represents a much higher fraction of the
growth in the economy. That is the essential point for this paper, which explores the likely impact of the
Internet on the relationship between the growth in'the economy and the growth in energy use.

®  We believe the combination of trends described above makes it likely that the years 1997 to 2007 (and
probably beyond), will not see the same low-level of energy intensity gains that the previous 10 years saw,
which were under 1% per year. We expect annual improvements in energy intensity of 1.5%—and perhaps
2.0% or more. If this comes to pass, most major economic models used in the country will need to be
modified. For instance, EIA uses a figure of 1.0% for its projection of annual energy intensity
improvements. If the actual number is closer to 1.5% to 2%, then a number of related forecasts may need
to be changed, such as the number of power plants the United States will need to build in the next decade,
and the cost to the nation of achieving greenhouse gas reductions. Already, preliminary data make clear
that energy intensity in 1999 will drop by more than 2.0%.

e Tt may be that many other factors widely used in economic models—building construction per GDP, paper
use per GDP, and the like—also need to be changed. This might in turn affect the impact of GDP growth
on the inflation rate. The Internet economy could well allow a very different type of growth than we have
seen in the past. In other words, the scenario we are presenting in this paper is that if there is a so-called
“New Economy,” as many apparently now believe, there is also a “New Energy Economy,” which would
have profound impacts on energy, environmental, and economic forecasting.

1 would like to expand on some of the key trends affecting how the nation uses energy today and in the future.
KEY TRENDS IN ENERGY EFFICIENCY

Energy technologies have improved dramatically over the past decade.- In particular, the application of IT to
traditional energy technologies has resulted in quantum improvements even in the two classical technologies
that are responsible for most electricity consumption, lighting and motors. We have seen steady advances in
solid-state electronic ballasts for running fluorescent lamps; they not only save considerable energy compared to
magnetic ballasts, but also eliminate the annoying flicker and hum. Further, these ballasts can be run with
sophisticated but low-cost controls, that allow them to automatically dim when there is more daylight. These
lamps can now be controlled even at the desktop by remote controls or through a PC. Greater control over the
workplace environment in general, and lighting in particular, has been linked to productivity increases.
Similarly, computer-controlled adjustable speed drives for motors can simultaneously reduce energy
consumption and improve process control, achieving significant direct cost savings as well as productivity
gains. Even boilers and hot water heaters can cut energy consumption 25% or more through the installation of
microprocessor-based controllers. Also, a digital energy management control system (EMCS) can now
continuously gather data about what is taking place in a building and how its equipment is operating, which can
then be fed into a central computer that can be used to control the building and optimize its energy performance.
Energy experts at Texas A&M have shown in two dozen Texas buildings that using such an approach can cut
energy use 25% with an 18-month payback in buildings that have already received on upgrade with the latest
energy-saving equipment.’

Some companies have instituted corporate wide policies to adopt these technologies, such as IBM and Johnson
& Johnson. They have been able to sustain steady improvements in their corporate energy intensity (energy per
doliar of output) of 4% per year and 3% per year respectively throughout the 1990s. Though virtually every
company could do what IBM and J&J have done, they are still the exceptions. Forfune magazine noted in
1998, “Only a third of U.S. manufacturers are seriously scrutinizing energy usage, where savings in five areas
can move billions to the bottom line.™ As energy became a much lower fraction of the cost of doing business in
the mid-1980s (because of lower prices and a decade of successful investments in energy efficiency), businesses
naturally reduced investments in energy-saving technologies. During the corporate downsizings of the early
1990s, many corporate energy staffs were sharply reduced or eliminated entirely. Thus for most of this period,
most companies have lacked both the motivation and the management expertise to improve energy
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performance. Many companies, including some of our largest and most energy intensive, were making
investments in energy-savings technologies only if they paid for themselves within about a year.

OUTSOURCING: A new trend, however, has emerged that is revolutionizing corporate energy efficiency
investments. Companies are starting to outsource their power needs altogether. In March 1999, Ocean Spray
announced a $100 million deal with the energy services division of Enron, a major natural gas and utility
company based in Houston. Enron will use its own capital to improve lighting, heating, cooling and motors and
to invest in cogeneration (the simultaneous generation of electricity and steam onsite, which is highly efficient).
Ocean Spray will save millions of dollars in energy costs, have more reliable power and cut pollution, without
putting up any of its own capital. In September, Owens Corning, the fiberglass insulation manufacturer,
announced a similar $1 billion deal with Enron. Many other energy service companies are taking a similar
approach. Pacific Gas and Electric (PG&E) Energy Services announced a deal last year with Ultramar
Diamond Shamrock, to cut the oil refiner’s energy costs by $440 million over the next seven years. Most of the
savings would come from capital investments by PG&E in energy efficiency and cogeneration. Some
companies, like Sempra Energy Solutions, have even gone so far as to finance, build, own and manage the
entire energy system of a customer. _ :

The potential impact of this trend is enormous. Companies like Ocean Spray, Owens Corning, and Ultramar
Diamond Shamrock would typically make investments in energy-efficient equipment only with a payback of a
year or so. The energy companies they signed a long-term contract with, Enron, PG&E, and Sempra, however,
will make much longer term investments, typically with a five- to seven-year payback, but sometimes as high
ten years. This allows a great deal more energy efficiency to be achieved.

These energy outsourcing deals are quite new. Few engendered much investment in new capital before 1998. 1
believe that these deals will grow very rapidly in the next few years, and are likely to ultimately achieve savings
well beyond that achieved by utility demand-side management (DSM) programs, which have been scaled back
in recent years. This is especially true for two reasons. First, traditional DSM often focused on retrofitting
individual electricity-using components, whereas outsourcing encourages a whole systems approach to
efficiency covering all fuels, an approach that can achieve deeper savings™t lower cost. Second, traditional
DSM did not in general encourage cogeneration, as the outsourcing deals do. And cogeneration combined with
energy efficiency can cut the energy consumption of a building or factory by 40% or more in a period of just a
few years.” Energy outsourcing is poised to have a major impact on improving the nation’s energy intensity in
this decade, particularly as the large energy service companies are increasingly using the Internet to deliver
services and cut costs.

CORPORATE CLIMATE COMMITMENTS: Another important trend begun in the last few years is for major
corporations to make corporate-wide commitments to reduce their greenhouse gas emissions. This trend has
accelerated since the industrialized nations of the world agreed in December 1997 in Kyoto, Japan to reduce
greenhouse gas emissions below 1990 levels by 2008 to 2012. As the Wall Street Journal noted in an October
article on the trend:

In major corners of corporate America, it’s suddenly becoming cool to fight global warming.

Facing significant shifts in the politics and science of global warming, some of the nation's biggest
companies are starting to count greenhouse gases and change business practices to achieve real cuts in
emissions. Many of them are finding the exercise is green in more ways than one: Reducing global
warming can lead to energy-cost savings.®

For instance, in September, DuPont, one of the biggest energy users in the United States, pledged that by 2010
they would reduce greenhouse gas emissions 65% compared to 1990 levels. While two thirds of those savings
will come from reducing process-refated greenhouse gases, the rest will come from energy. DuPont pledged to
keep energy consumption flat from 1999 to 2010 even as the company grows, and to purchase 10% renewable
energy in 2010. Kodak announced in 1999 that they would reduce their greenhouse gas emissions 20% by
2004.
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The Center for Energy and Climate Solutions is working with World Wildlife Fund and a number of companies
to generate similar commitments. We anticipate that over the next several months, and in the years to come, a
number of major companies will pledge to cut greenhouse gas emissions by making major investments in
energy-efficiency (as well as cogeneration and renewable energy).

It may well be that these two trends—energy outsourcing and corporate climate commitments—combine. The
Center is working with a major energy service company to demonstrate that virtually any Fortune 500 company
can make an outsourcing deal to reduce its energy bill, its energy intensity, and its greenhouse gas emissions,
without putting up any of its own capital. Should concern over global warming continue to grow, this type of
deal may become commonplace.

COSTS TO CUT GHGS TYPICALLY OVERESTIMATED

The notion that it will be costly for the nation to reduce GHGs is certainly wrong, and reports that say so are
typically very flawed. For instance, EIA’s 1998 study “Impacts of the Kyoto Protocol on U.S. Energy Markets
and Economic Activity,” wildly overstates the carbon price required to reach various levels of emissions
reductions. As a result, EJA wildly overestimates the increase in energy prices and the short-term impact on
GDP. Even though EIA’s results are more pessimistic than those from the two models commissioned by the
anti-Kyoto industry groups, the EIA study finds that compliance with the Kyoto Protocol can be achieved with
“no appreciable change in the long-term [GDP] growth rate.” A variety of flaws render the study irrelevant to
the current policy debate about Kyoto.

FLAW #1: EMISSIONS REDUCTIONS DON’T START UNTIL 2005. EIA assumes the country waits until
just 3 three before the Kyoto mandates to start reducing emissions. That means, the country must reduce from a
much higher levels of carbon emissions than if it started earlier, such as 2000. Even worse, this assumption
gives the country far less time to act, only 3 years to meet the first target, forcing the economy to try to turn on a
dime, rather than 8 years if we started in 2000. No consumer or industry who uses energy takes any
anticipatory actions prior to 2005. While any person or company could dramatically reduce the impact if they
started just a few years early, EIA forbids them from doing so. EIA undoes all voluntary commitments by
industry (such as BP and the steel industry, which have said they will reduce to 10% below 1990 levels by
2010). BIA partly fixed this flaw in a later report, but the other flaws continue to render their conclusions
indefensible.

FLAW #2: EIA ASSUMES THE U.S. GOVERNMENT NEVER INSTITUTES A SINGLE POLICY TO
REDUCE THE IMPACT OF KYOTO. EIA assumes that, aftér waiting until the last possible moment to
mandate that the country meet the Kyoto targets, the government passes not a single law or tax break or utility
deregulation bill to make it easier to reduce emissions. So this is truly an irrelevant exercise, since it models the
one thing that will never happen. EIA even ignores key ongoing policies and trends that would temper their
results:

o ElA freezes all utility deregulation and restructuring efforts for the next two decades. Competitive pricing
(based on marginal costs) of electricity is allowed only in California, New York, and New England, regions
which do not account for much coal use. Everywhere else, regulated pricing (based on average price) is
used through 2020 even though EIA acknowledges “this may not be appropriate in the near future” and that
under competitive pricing “it is easier for suppliers to meet the carbon reduction goals, and the carbon price
is lower, than it would be under average cost pricing.” As discussed below, deregulation is fostering
energy outsourcing, which will likely slow energy and GHG growth nationwide significantly.

FLAW #3: EIA TECHNOLOGY ASSUMPTIONS YIELD “GARBAGE IN, GARBAGE OUT” RESULTS.
EIA ignores or artificially limits technologies that every other major study has indicated would play a major
role in reducing the impact of Kyoto. Here are just a few key errors:

« COGENERATION: This is widely seen as a major greenhouse gas reducer since it cuts carbon emissions
by about half with no increase in energy costs, and, with technology now coming on the market, a decrease
in electricity costs. (Britain expects to double cogen from 1990 to 2010, accounting for about 20% of its
Kyoto reductions.) Yet, for EIA, even if coal prices rise 700% and electricity prices double, cogeneration
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rises only 3% to 4% compared to the baseline in 2010—and it remains flat from 2010 to 2020! Even more
amazing, with delivered coal prices averaging about 6 times higher from 2010 to 2020, industrial use of
steam coal remains flat during that time.

e« FUEL CELLS: EIA projects that even under the most extreme scenario, carbon at over $300 a ton, which
nearly doubles electricity prices, fuel cells will provide no electricity—not even 100 Megawatts—through
2020. EIA, in examining the potential for fuel cells to achieve 3- to 4-year paybacks in buildings concludes
“the likelihood of such substantial improvements in the next two decades is small.” This view is contrary
to virtually every other technical projection.

e RENEWABLES: EIA artificially constrains key renewables, such as wind. As a result, even when carbon
and electricity prices soar through the roof, renewables hardly budge. Utilities are the one sector that
(supposedly) acts with foresight—indeed, with “perfect foresight of carbon prices for capacity planning.”
Yet, knowing that the price of delivered coal is about to jump 350% and electricity prices by 50%,
renewable capacity is only 2% higher than the reference case in 2005 and $% higher in 2010. In the 2010-
3% case, where electricity prices nearly double, renewables in 2010 are only 18% higher.

FLAW #4: EIA uses the “highly inappropriate” DRI model for calculating economic impact. As Dale
Jorgenson and William Nordhaus wrote in April 24, 1997 in their review of the Administration’s climate
modeling effort—an effort that EIA participated in:

“The DRI model is probably the best known short-term forecasting model] for the U.S. economy. This
model is especially appropriate for projecting the impacts of monetary and fiscal policy over a time
horizon of approximately two or three years. For longer term projections, however, it is highly
inappropriate and has some important limitations that are well-known to the community of economic
forecasters. For example, the DRI long term projections are extremely sensitive to assumptions about
energy prices. This feature is totally at odds with most empirical work and with the practice of
government agencies that produce such projections.”

In spite of its deeply flawed modeling, the EIA study finds that if carbon tax revenue is recycled through a
reduction in either income or social security taxes, compliance with the Kyoto protocol can be achieved with
“no appreciable change in the long-term (GDP) growth rate”.

FLAW #5: EIA’s long-term projections are invariably wrong and it is making the exact same mistakes it made
when EIA overestimated the cost of sulfur permits by a factor of four just a few years ago. In particular, EIA
notes that just a few years ago, its first analysis of the cost of SO2 allowances under the Clean Air Act was
projected at $423 a ton in 2000 (in 1996 dollars) rising to $751 a ton in 2010. “Currently, the cost of an
allowance is $95 a ton, and AEO98 projects that the cost will be $121 a ton in 2000 and $189 a ton in 2010.”
Why was EIA wrong?

s  “There has also been downward pressure on short-run allowance costs because generators have taken
actions to comply with the SO2 limitations earlier than anticipated.”

e “There has been more fuel switching to low-sulfur, low cost-Western coal than previously anticipated.”

« “Finally, technology improvements have lowered the costs of flue-gas desulfurization technologies, or
scrubbers.... The cost of SO2 compliance was overestimated to a large extent because compliance relied
on scrubbing, a relatively new technology with which there was little experience.”

These are exactly the reasons EIA is once again wrong by a factor of 4. They have forbidden all energy users—
and the federal government—to take any anticipatory actions. They have overestimated the cost and
underestimated the opportunity for fuel switching-to low-carbon fuels (like gas and renewables). And they have
ignored the role of key technologies, including cogeneration, fue] cells, and advanced end-use efficiency. Since
this analysis has nothing to do with how the government, businesses, or consumers will act in the real world, the
study is wholly irrelevant and has no bearing on “Impacts of the Kyoto Protocol on U.S. Energy Markets and
Economic Activity.”
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INTERNET EFFICIENCY

Let me return to the issue of trying to explain the remarkable gains in energy intensity in the last two years.
Weather played a role. In 1998, the country experienced both a very warm winter (which reduces the
consumption of natural gas and other heating fuels) and one of the hottest summers on record (which increases
the consumption of electricity for air conditioning). The reduction in heating has a bigger effect on total energy
consumption than the increase in cooling, so the weather was responsible for perhaps 0.6% out of the 4.0%
improvement in energy intensity in 1998. If, however, global warming is occurring, then over time we should
expect both warmer winters and warmer summers, which may positively impact U.S. energy intensity. The EIA
announced in September that it “is adopting weather premises that reflect a three-decade long warming trend
identified by the National Oceanographic and Atmospheric Administration.” EIA notes that “Adopting the
warming trend in place of long-term averages for the period October 1999 to September 2000 lowers total
annual projected energy consumption by about 0.3 percent.””’

Since at least one third of the gain in energy intensity in the past two years comes from structural changes in the
economy, one obvious place to look to is any segment of the economy that has been rapidly growing and is not
very energy intensive. That describes the IT-producing industries, which includes computers, semiconductors,
telephone equipment, software, programming, and computer services. While semiconductor manufacturing is
moderately energy intensive, it is far less so than that of the process industries—such as pulp and paper, steel,
and chemicals—which account for most industrial energy consumption. The other IT-producing industries are
light manufacturing and services, which are not very energy intensive at all.

The Commerce Department said 1999 that those IT-producing industries were responsible for 28% to 29% of
the contribution to real growth during 1997 and 1998.® One recent analysis by EPA suggests that continued
rapid growth of the IT-producing industries may decrease the demand for energy compared to economic
projections that do not properly reflect such changes in the economy, while increasing overall U.S. economic
growth.” Based upon a “first approximation” of the potential impact of structural changes driven by double-
digit growth of the IT-producing industries, EPA economist Skip Laitmer indicates that mainstream projections
of U.S. energy and carbon dioxide emissions in the year 2010 may be overestimated by up to 5 quads and 300
million metric tons of carbon dioxide. This is about 5% of the nation's projected energy use and GHG
emissions.

Further, the EPA analysis does not attempt to incorporate everything that is typically included in a definition of
the Internet economy: all of the additional sales over the Internet during those two years by traditional
industries that were taking advantage of the output of these IT-producing industries and creating Web sites,
intranets, and extranets. Moreover, while the IT-producing industries are likely to keep producing a significant
though probably relatively steady share of the nation’s real growth, the additional sales spawned by the rest of
the Internet Economy are growing at an almost exponential rate.

The two together are having a disproportionate impact on the economy as a whole, according to early analyses
that attempt to count everything, such as that by the University of Texas discussed in the Introduction. Indeed,
the impact of the entire Internet Economy on energy intensity almost certainly goes beyond the purely structural
gain of having growth from industries that are not very energy intensive. The IT-producing industries and the
Internet economy spawned by those industries may be creating a so-called “New Economy,” which can sustain
higher levels of productivity growth than in the past two decades. As Federal Reserve Board Chairman Alan
Greenspan told Congress in June:

But the recent years' remarkable surge in the availability of real-time information has enabled business
management to remove large swaths of inventory safety stocks and worker redundancies, and has
armed firms with detailed data to fine-tune product specifications to most individual customer needs....

For example, since 1995 output per labor work-hour in the non-farm business sector—our standard
measure of productivity—has grown at an annual rate of about 2 percent. Approximately one third of
that expansion appears to be attributable to output growth in excess of the combined growth of
inputs. ...
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As lead times have declined, a consequence of newer technologies, firms' forecasts of future
requirements have become somewhat less clouded, and the desired amount of lead-time insurance in
the form of a reserve stock of capital has been reduced. In addition to shortening lead-times,
technology has increased the flexibility of capital goods and production processes to meet changes in
the demand for product characteristics and the composition of output. This flexibility allows firms to
deal more effectively with evolving market conditions with less physical capital than had been
necessary in the past.

Taken together, reductions in the amount of spare capital and increases in capital flexibility result in a
saving of resources that, in the aggregate, is reflected in higher levels of productivity. The newer
technologies and foreshortened lead-times have, thus, apparently made capital investment distinctly
more profitable, enabling firms to substitute capital for labor and other inputs far more productively
than they could have a decade or two ago. Capital, as economists like to say, has deepened
significantly since 1995. The surge in investment not only has restrained costs, it has also increased
industrial capacity faster than the rise in factory output.”®

So, capital deepening allows economic growth without as much increased resource use as typically occurs. As
discussed in our analysis, the Internet economy is shortening lead times, improving forecasting, reducing
inventories, and improving capacity—and discuss why these trends will probably accelerate throughout the next
decade.

Yet, if the overall productivity of the U.S. economy is significantly increasing, why should not the energy
productivity of the U.S. economy also significantly increase? Such gains could be undermined if the Internet
were itself a huge user of energy, which it does not appear to be (see below). They could also be undermined if
the Internet drove new behavior patterns that led to increased energy use by certain sectors. However, the
Internet economy has certain special attributes, such as the ability to foster dematerialization, that may well
increase energy productivity even faster than average productivity. And any significant gains in traditional
energy efficiency through the widespread adoption of energy outsourcing deals and corporate greenhouse gas
mitigation actions will only spur further gains in energy intensity. -

THE INTERNET’S OWN USE OF ENERGY

In May 1999, Forbes magazine published an article arguing that the Internet has become a major energy
consumer because it supposedly requires a great deal of electricity to run-the computers and other pieces of
hardware that make the Internet economy work.!" The authors of the article appear to have significantly
‘overestimated the energy consumption of most critical pieces of equipment, according to a number of leading
energy analysts.

Scientists at Lawrence Berkeley National Laboratory (LBNL) recently examined in detail the numbers
underlying the Forbes analysis."> LBNL found that the estimates of the electricity used by the Internet were
high by a factor of eight. Large overestimates were found in every category, including the calculations of how
much energy was used by the major dot-com companies; by the nation’s web servers; by telephone central
offices; by routers for the Internet and local networks; and by PCs used by businesses and residences.

The Forbes authors assumed, for instance, that a “typical computer and its peripherals require about 1,000 watts
of power.” In fact, the average PC and monitor use about 150 watts of power; this dips to 50 watts or less in
energy-saving mode. Printers and peripherals tend to be spread over a great many users and don’t increase this
average very much. Laptop computers, a key growth segment, are particularly low energy users; some new
laptops use under 30 watts. Moreover, computers are getting more energy-efficient every year because of
steady improvements in technology driven in part by the growing market for portable equipment (and by the IT
sector’s desire to reduce its environmental impact).”” For instance, Intel’s Instantly Available Personal
Computer “is designed to improve the capacity of a PC to stay connected to information networks while
providing much more effective management of PC energy use and reducing the lengthy boot-up times PCs
currently need.” Tt consumes “less than 5 watts of power while maintaining connections to the outside world.”
Similarly, new flat screens typically use about a quarter of the energy of traditional video display terminals with
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cathode ray tubes. As far back as mid-1997, one computer industry observer quoted in a Harvard Business
School case study said, “the corporate PC business is becoming a replacement business.”" Since new PCs tend
to be more efficient than the ones they replace, many if not most companies are unlikely to see corporate energy
consumption from computers rise sharply. For some it may even decline: Companies like Pratt & Whitney
have instituted programs to cut the energy consumption of their computer systems (see case study at www.cool-
companies.org).

Indeed, I believe that the argument of the Forbes” authors is almost completely backwards. One of the reasons
why energy intensity declined so slowly from 1987 through 1996 is likely that businesses in particular
purchased a great many computers and other IT equipment that consume electricity, yet generated little
accompanying productivity gains to offset that increased energy use. The Internet, however, is the killer
application for PCs, in terms of reducing corporate energy intensity, especially for manufacturers, because it
deepens capital, dematerializes, and the like. The incremental energy consumption from shifting PCs from
traditional uses toward the Internet is apparently modest compared to its overall benefit. Put another way, as the
1999 OECD report explained, “One of the drivers of the Internet is the fact that it exploits all of the existing
[information and communications technology] infrastructure, so that it can be used with a minimal amount of
new investment.”'®

The Forbes piece claimed, for instance, that from 1996 to 1997, the increase in electricity consumed by all
computers used for the Internet represented more than 1.5% of all U.S. ¢lectricity consumed that year. Yet total
electricity consumption for all purposes grew slightly less than 1.4% from 1996 and 1997. That would imply the
entire rest of the economy had no growth in electricity consumption even though economic growth was 4.5%.
That would be a startling improvement in electricity intensity. And while we believe that the Internet reduces
energy intensity, we don’t believe it has quite that dramatic an effect, so it is far more likely that the Forbes
analysis is flawed.

Computers and the Internet may well lead to more home electricity consumption. This is a long-standing trend,
as homes have for some time been getting bigger and more stocked with electronic equipment. But the question
is, if people spend more time on the Internet, what are they spending less time doing? Some will be watching
television less; others reading newspapers less; some may be printing individual items of interest to them rather
than receiving entire printed catalogs or directories in the mail; others will be working at home rather than at a
commercial office building; and, potentially, some may be not be driving to work, to the grocery store, to their
bank, and to malls as much as before. These are all activities that would normally consume a great deal of
energy and their potential displacement by home Internet use is the subject of our recent analysis.

Also, although it is not a major factor today, we believe that in the very near future the Internet will itself be
used to save energy directly. For instance, the computer-controlled energy management control systems
referred to above, can be accessed and run over the Internet. We know of one major energy service comparny
that is pursuing the installation of digital EMCS’s in the buildings they manage, so they can operate them over
the Internet very efficiently and at low cost; the Internet is already being used in Singapore for this purpose.
Similarly, many utilities have begun exploring Internet-based home energy management systems, which would
give individual homeowners more control and feedback over their home energy use, or the ability to have an
outside energy company or expert software system optimize their energy consumption. This could lead to
significant energy savings in homes. Early trials of remote controlled home energy management systems
suggest the savings in energy bills could be as high as 10%. Finally, a number of groups are raising money to
launch e-commerce Web sites that will allow homeowners to easily get information on energy savings home
appliances and strategies, and to aggregate purchases in order to lower the price of those appliances. One of the
barriers to greater penetration of energy-efficient technologies in homes is a high initial cost, even for
technologies that pay for themselves in energy savings in a few years.

[n conclusion, energy consumption and GHG emissions in the economy appears to be slowing even as GDP
growth is accelerating. If, as we believe, part of this is due to the Digital Economy, then it is likely to continue
for some time to come, and with other trends, such as energy outsourcing and corporate voluntary efforts to
reduce GHG emissions (and warmer weather), is likely to slow the growth of energy and GHG emissions for
the next ten years. These factors together mean that it will be easier for the nation to reduce GHG emissions.
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E/GDP in Primary Energy for 3 Sectors and Total U.S. GDP is
indexed to 1.0 in 1995. Data from 1990-1995 are interpolated.
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Mr. McINTOosH. Thank you, Mr. Romm. | look forward to our
questioning session. Actually, this is going to be a good hearing.

Our final witness is Mr. Mills, who has already been much
talked about. Share with us a summary of your written testimony,
please.

Mr. MiLLs. Thank you, Mr. Chairman and distinguished mem-
bers of the subcommittee. | really am delighted that you are having
this hearing, and | thank you for doing this. It is a fascinating
area, and there is one thing that Mr. Romm and | agree about; per-
haps only one, but it is that the Internet is a very big deal. As your
opening remarks indicated, Mr. Chairman, it is a very big deal and
it is going to be a bigger deal.

This subject is particularly fascinating for me for two reasons.
My testimony | will summarize very quickly, but | should start
with a preamble. As a personal reason it is fascinating. My career
started in integrated circuits, telecommunications, and fiberoptics.
In fact, 1 have patents in those areas. | was intimately involved in
that business in my early career. | will confess that | had no idea
that the field of telecommunications, nor did anybody | worked
with at that time in research and development, have any idea that
the telecom industry was going to become what it is today, which
is the driver of our economy. Nor did | anticipate that that indus-
try, that profession would intersect with my current profession,
which is the study of energy and electricity. It is utterly fascinat-
ing, and it is delightful to be working with my colleagues again in
the telecom industry.

The second point | want to make is that what you have heard
is actually dramatized in what | learned in doing this analysis, is
that the folks in the energy business don't understand telecom.
They have profound misunderstandings and in some cases igno-
rance of the telecom industry and the technologies of that industry.
Not surprising, because the energy industry and the environmental
community and analysts that have grown up around it have basi-
cally been brought up on the culture of the oil era that started in
1973, and telecom is quite different.

We have been told for 20 years by forecasters like Mr. Romm
that efficiency measures were going to stop electric load growth. |
published a long monograph in fact for CEl documenting dozens
and, in fact, hundreds of forecasts for 20 years that we were going
to stop seeing electric demand grow because of efficiencies of all
kinds. | should like to point out for the record that EIA’s data does
show that in the last digital decade, and | am a firm believer as
a physicist that you can't tell a trend from one data point; 1 year
doesn’t help a lot. This past decade | have called the digital decade,
and in the past digital decade where there has been an explosion
in the purchase and installation of telecommunications equipment
of all kinds, we have not only seen our economy grow, but the con-
sumption of electricity has grown by 650 billion kilowatt hours.
Just for perspective that would have required the additional elec-
trical capacity equal to all of the electric output of Central and
South America. So it is a fairly significant addition to the U.S. elec-
tric supply system driven, | would submit, primarily by our digital
economy. Not specifically by the Internet, but by our digital econ-
omy.
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The principal objection, and we will do this in the question and
answer, there are two principal objections to the analysis that | de-
tect. One is the efficiency sufficiency argument, that | didn't count
it, or my colleagues and I ignored it. We didn't. We weren't seeking
to look for the efficiency information. We were seeking the answer
to a simple question, and | will put it to you this way. It is based—
and, in fact, this whole analysis started with a very simple
premise. Every single piece of equipment in the digital economy,
every piece of information technology equipment has two plugs, one
for bits, one for power. All of them have power plugs.

The purchase rate of hardware in the information economy today
is running at $400 billion a year. In the last several years we have
added $1 trillion of telecom hardware to the U.S. economy. We
have added trillions of dollars of hardware that has been plugged
in, net-new hardware in the last digital decade. In looking at this,
it sort of begged the question, wouldn't it be reasonable that all of
this hardware at some point would begin to consume a reasonable
or significant amount of electricity?

What we found in trying to seek an answer to this question was
that the data collection mechanisms aren’t up to the task. I am a
personal fan of EIA; I think their data is the finest, in fact, in the
world. | study data from all kinds of countries. EIA does a great
job, but the problem is they don't have a collection mechanism to
find what we need to find.

Let me just give you a real quick example of the profoundness
of the misunderstanding of the Internet and one example of the
very disappointing analysis that the Lawrence Berkeley folks un-
dertook that Mr. Romm has summarized. It is profoundly dis-
appointing and misleading as well as being factually wrong, which
is a problem for scientists, but it does happen. We all make mis-
takes.

The first problem is that folks keep interpreting the Internet as
the PC on your desktop. The PC on your desktop constitutes a tiny
fraction of the portal to the Internet. The Internet comprises the
hundreds of millions of pieces of equipment that are in the network
that create, shape, move, route and feed bits into the entire net-
work. In fact, when one looks at the analysis, you not only find
that the PC itself constitutes about 20 percent of a total energy ap-
petite of the Internet, the critical fact is that you can take the PC
out of the picture totally, and you still have electric use growing
for the Internet.

The folks at Lawrence Berkeley did an analysis that rebutted
themselves. Their own rebuttal of my study contains statements of
fact which contradict their own analyses from 5 years ago. They
also contradict analyses from the National Academy of Sciences,
from the Environmental Protection Agency and other organiza-
tions. It is an embarrassingly shoddy piece of analysis, frankly, and
I was surprised that they would not do better research. | will be
happy to give you more examples in the question and answer.

Let me just finish with an observation about efficiencies. Quite
obviously, the Internet is driving economic efficiencies, and it is
certainly driving some energy efficiencies. Where it is driving effi-
ciency largely is in the transportation sector. | would submit to you
that that means that electricity is substituting for oil. This has
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been going on in the American economy for about 30 years; in fact,
for a century. This is a good trend, and, in fact, it is a trend that
I analyzed a decade ago and published widely on. I think it is con-
tinuing. However, | do believe that what we are seeing is the thin
edge of a wedge that, in fact, 1 don't believe you can see in EIA
data yet.

Let me give you one specific example of why you can’t. The data
you see right here for the commercial sector shows you that the
largest category after lighting for a commercial building energy use
is “other.” "Other,” if 1 understand the data correctly, and Mr.
Hakes will correct me if I'm wrong—but “other,” if I understand it,
includes telecom equipment. | will remind you again, telecom
equipment is the Internet.

Now, if we have a disagreement about how much electricity the
Internet uses, | submit to the Lawrence Berkeley scientists and |
submit to my other colleagues, let’s start then with the telecom in-
dustry, and then let's ask telecom experts, what share of the
telecom industry is being driven by the Internet. | think you will
find that they will say that it is the driving force. But we can at
least agree to start with a broader definition to begin to under-
stand the broader electrical appetite of a digital age. It is enor-
mous, it is growing.

When | started this analysis, it was not to shoot holes into Kyoto
or EIA or forecasters, but to answer a very important question that
is still not adequately answered by EIA, Lawrence Berkeley, by Mr.
Romm, or by anybody else. How much electricity is the digital econ-
omy using specifically, and, as a subset, how much electricity is the
Internet using?

I will tell you since | published my study, | have engaged in sub-
stantial additional research with my colleagues in the tele-
communications industry. All of the data strengthens my original
conclusions, it does not diminish it. Thank you, Mr. Chairman.

[The prepared statement of Mr. Mills follows:]
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Thank you, Mr. Chairman and distinguished Members of the Subcommittee
for inviting me to speak about the energy implications of the Digital
Economy. We live in a special time. It is perhaps not a totally
unique time in historical terms, but it is a rare one. Times of major
inflections in technology, infrastructure and the economy occur only
episodically in history. I am not alone in the belief that we are only
at the beginning of one of those powerful inflections, driven by what
has been broadly termed the Information Revolution. The Internet is a
central part of that revolution and it has only just begun to effect
profound changes in our econowmy.

There have been many attempts to attach numbers to chronicle the growth
of the Internet over this remarkable past decade. The number of people
accessing the Web has grown from thousands to tens of millions. Web
sites have grown from practically none to millions. Computers sold
annually have risen from tens of thousands to tens of millions.

Digital traffic is measured by prefixes formerly reserved for
astronomers; not megabytes, or gigabytes, but petabytes. Still,
traffic on the Web is doubling every several months. The entire
telecommunications industry as been upended, rebuilt and expanded by
the digital revolution. Commerce on the Web has exploded from nothing
to tens of billions. New companies, new kinds of equipment, new
services appear in a continual flow. Employment in Information Economy
jobs has risen from thousands to millions. The real growth by any of
these measures has been so astonishing that even the hyperbolic
language of headline writers appears understated by comparison

Against this backdrop, last year I put forth a simple proposition with
a colleague that has created some controversy. The proposition is
really quite simple. The Internet is using a lot of electricity, and
it will use even more in the future.

The currency of the Information Economy, digital bits, are themselves
simply bundles of electrons. Every single one of the hundreds of
millions of devices, PCs, routers, servers, transmitters and so on,
have exactly two kinds of connections: one for bits and one for
kilowatt-hours. Just how much electricity does the Internet use? We
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think something like 8% of the nation’'s electric supply is absorbed by
the sprawling and deeply penetrating hardware of the Internet. And
when the broader array of all computers and related equipment are
congidered, in other words the heart of our new Information Economy,
the total probably reaches 13% of all U.S. electricity consumption.

These ideas have been previously submitted to this Committee for the
record. The basic concepts are set forth in my report for the Greening
Earth Society, * The Internet Begins with Coal,” . (available at

www. fossilfuels.org) and an article published in Forbes magazine
(5/31/99) with my colleague Peter Huber, a Senior Fellow at the
Manhattan Institute.

Subsequently, two respected research organizations and a number of
environmental activists have exhibited alarm at the proposition that
the Internet uses large and rising amounts of electricity. Before
addressing the counter claims, and their deep flaws, I should like to
consider the broad context for my analysis to lend perspective to the
erlergy requirements of the Internet.

The Internet’s Energy Transformation

If the U.8. Department of Commerce is correct, and I believe it is, in
concluding that the Information Technology (IT) sector accounts for at
least one-third of all GDP growth, then any policy issue that impacts
IT must be considered with great caution. Energy policy is just such
an issue. Because the explicit and implicit provisions of the Kyoto
Protocol would directly impact every aspect of the nations’ energy
supply, it is appropriate, in fact critical, to consider the energy
implications of our emerging Digital Economy.

Energy underping any economy, in effect because of the laws of physics.
Put simplistically, you can’t get something for nothing. The Internet
has not changed the laws of physics. Even cyberspace has an energy
cost. Energy will continue to underpin our economy in the 21%° century,
just as it did in the 20. But there will be one difference. 1In
energy terms, the last century belonged to oil. This one belongs to
electricity. O0il will not lose its prominent role, but it will take -
and indeed, already has taken - second place to kilowatt-hcurs.

The dawn of the last century saw an explosion of economic activity in
the creation of the automobile age. Investors and Wall Street rode
chaotic markets investing in new companies. For technology historians,
and Wall Street speculators, the dawn of the auto age has important
analogs to the dawn of the Digital Age. One consequence of the rise of
the automobile was the creation of an enormous and complex oil-related
industrial infrastructure to fuel engines in all kinds of vehicles.
The engine of the Digital Age is the microprocessor. Its fuel is
electricity. Digital bits are bundles of electrons. The billions and
even trillions of bits of data created and routed are, perforce,
supported and energized by billions of watts. There’s no getting
around it. Cyberspace, far from virtual, is very real and anchored in
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electrons. Thus, the Internet, the central driving force of the
Digital Age, is both driving and reshaping the electric infrastructure.

The transformation is already in evidence. Our economy today spends
four times as much purchasing electricity as oil. This is a profound
reversal of the economic positions of o0il and electricity 25 years ago.
The only basic energy policy that makes sense in this new Digital
Economy is to ensure an expanding supply of ever lower cost and ever
more reliable electricity, especially considering the trends of the
past decade which have been characterized by a dominance of the tools
of the Information Economy.

During this past Digital Decade, consumption of electricity has risen
by 650 billion kilowatt-hours. For perspective, this growth alone
required more new U.S. electric supply than exists in all of Central
and South America.

The increase in kilowatt-hour use occurred despite billions spent by
federal and state governments and utilities to reduce electricity
growth, and despite dramatic improvements in the efficiency of electric
appliances, lights and motors. It occurred, I submit, in large part
because of the new tools of the Digital Age.

Congidering that coal supplied about one-half of the additional
electricity over the past decade (about 10% from natural gas), it is
easy to see the collision course this trend has with Kyoto-inspired
energy policies which are explicitly and implicitly directed at
reducing coal use as well as electric consumption.

The Internet & Electricity Demand

Just how much of the nation’s electricity demand is a direct result of
equipment in the Digital Economy, and more specifically, the Intermet?
Truth be told, it is hard to draw a bright line between many devices
used for the Internet and those that are part of the broader Digital
Economy. Nonetheless, we made just such an attempt, precisely because
the Internet is at the epicenter of the Digital Revolution.

It would be exceptionally challenging to catalog all the wide array of
devices that comprige the Internet and Digital Economy. Instead, we
chose a technique known as sequential approximation. This well-
established technique permits one to gain a reasonable order-of-
magnitude estimate of a complex factor without a detailed inventory.
One can, for example, use sequential approximation to estimate the
number of people in a stadium by considering an inventory of hot dogs
and soft drinks. Some approximations are required, but the outcome
will be in the right ballpark.

The ballpark estimate: the Internet in all its facets, likely consumes
290 billion kilowatt-hours, or about 8% of the U.S. electric supply
system. The broader category, the entire array of all types of
computers and computing-related devices (such as storage systems), in
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homes, businesses and factories which fuel our Digital Economy likely
uses 13% of all the nation’s electricity.

These numbers encompass much more than PCs on desktops. One must
include for example all the hardware behind-the-wall in the
telecommunications and Internet networks which includes, but is far
from limited to, such things as routers, the hardware of the dot-coms
such as servers, and even the silicon and PC factories. Determining
Internet and Digital Age electricity use requires collecting and
assessing data across many sectors and boundaries.

It is clear that traditional data sources and methodologies are not
adequate to the task of clearly tracking the electric needs of the
Information Age. For example, most of the necessary data for the
commercial sector is invisible in traditional Energy Information
Administration energy accounting. EIA does report on PC electric use
in commercial buildings, but all of the other types of information
technology hardware (which comprise over three-fourths of Internet
energy use) are thrown into a general grab bag category called

“ other.” EIA notes cryptically that “ other” includes
telecommunications equipment. The data lost in “ other” was irrelevant
two decades ago at the dawn of the Digital Age. Today, the “ other”
category of commercial electric use is over 300 billion kilowatt-hours
and is greater than all other categories except lighting - and will
soon overtake lighting.

Before addressing a few points of contention regarding my estimate of
290 billion kilowatt-hours for the entire Internet, it is useful to ask
first, is such a result in the ballpark? Much of the confusion and
controversy surrounding the issue arises from a key question. 1In
effect, how much of the electric use of a PC (or any IT equipment) is
directly attributable to the Internet? Since the Internet is an
integral subset of the Digital Economy, the easiest sanity check would
be to evaluate the electric needs of all Information Technology
equipment. For example, how do you count computers used to develop
software for the Internet if those PCs were not directly plugged into
the Web? Clearly they are part of the bigger picture, the entire
Internet-driven Digital Eccnomy.

A useful starting point for a ballpark check is in the simple fact that
the U.S. Information Technology industry sold over $400 billion worth
of hardware last year. Over the past three years alone, more than $1
trillion of IT hardware has been installed. This hardware represents
the engine of the new Digital Economy. Much of it becomes part of the
Internet, most is driven by the Internet. Every single piece of this $1
trillion in hardware gets plugged into a wall somewhere.

There’s another more specific ballpark check available from the year
1993, the Jurassic Era of the Internet. A 1995 Lawrence Berkeley Labs
(LBL) study (the most recent on the subject) reported about 50 billion
kWh in 1993 for commercial sector use by PCs, computers and directly
related equipment such as monitors and printers.
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This 50 billion kWh figure for the commercial sector from seven years

age is a good starting point for the Digital Decade. Let’s consider

what’'s happened since then.

¢ the number of PCs and related equipment in offices has exploded

* the number of PCs in homes, schools, everywhere, has also exploded

e the Internet has burst on to the gcene, with all its back-office Web
and telecommunications hardware

® an entirely new class of businesses has been qreated; the dot-coms

* the usage level for all computing and IT equipment is up everywhere

I am quite confident that these factors collectively have brought the
50 billion kWh starting point in 1993 up to my estimates for the
broader Internet (i.e., beyond the commercial sector alone) and the
Digital Economy today. And if we’'re not quite there yet, just wait a
few more months.

There are some other useful ballpark indicators. The Information
Technoleogy Industry Council’s tracking shows the total inventory of
computers and computer-type equipment has jumped by at least 100
millicn units since 1993. The inventory is growing at over 40 million
a year now. And their data set specifically does not include such
Internet equipment as routers, which are functionally computers. Cisco
sells about a million routers a year. Nor does the official data track
the number of wireless base stations, amplifiers, ports, hubs,
information appliances, and so on. All of these have grown rapidly
over the past Digital Decade. All of these devices use electricity.
Many are already part of the Internet, and those that are not will soon
be.

And this is only part of the story. One must also add the electric
needs of the semiconductor, PC and IT manufacturing industries.
Semiconductor manufacturing alone has grown in the past half-decade to
become the nation’s largest manufacturing industry. Silicon plants are
the steel mills of the 21°° Century. Their fuel of choice; kilowatt-
hours.

When you think about it, it is inconceivable that the Digital Age and
the Internet, do not already account for a significant and growing
share of the nation’s electric supply.

The Case for 1%

Two organizations have offered rebuttals to the 8% estimate for the

Internet’s share of national electric use. I believe it important to
address these ostensible rebuttals given the importance of this issue
to federal energy and economic policy. There is insufficient time here
to address all of the details, but a few observations are instructive.

The researchers at Lawrence Berkeley National Laboratory (LBL) have
published a superficially analysis of my study * The Internet RBegins
with Coal.” Before addressing a couple of representative examples of
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the inherent failures in the LBL rebuttal, there are two over arching
points that should be made. The first relates to the failure of LBL to
step up and take an honest crack at estimating an answer to the core
question. The second relates to the strange failure of the LBL team to
seek information to clarify their misunderstandings.

First then is the fact that LBL team and others seem preoccupied with
rebutting details of my analysis, but are quite unwilling to make their
own independent estimate to answer the central and critical question:
how much electricity does the Internet use? My recommendation to the
LBL team then and now: please undertake a detailed and intellectually
honest ground-up analysis of the Internet’s electric needs.

The central conclusion of the LBL paper is that 8% is an overestimate
of the Internet’s use of U.S. electricity by “ a factor of eight.”

On learning this, I asked the LBL team the obvious guestion, if you say
8% is an overestimate by a factor of eight:
“May I quote LBL as claiming/believing/estimating that the Intexnet
uses 1% of the nation's electricity supply?”

Their answer, in full:
“You may NOT quote LBNL ‘as claiming/believing/estimating that
the Internet uses 1% of the nation's electricity supply’ because
your estimate just focuses on direct electricity use, and not the
overall effects on the U.S. economy that result from structural
changes and substitution effects due to the Internet. You may
quote me as believing that your estimate of the direct
electricity use associated with the Internet is too high by a
factor of eight, but that the NET effect of the Internet on
electricity and energy use (which is really what matters) cannot
be estimated accurately without assessing the associated indirect
effects of the internet on resource use in the economy.”

Given what I‘ve outlined earlier, and what practically everyone who
reads the news knows, the explosion in Internet equipment is quite
unlikely to have led to a reduction in the use of electricity. Data
contained in LBL’s own research on PCs and computers yields a figure of
2% way back in 1993 and just for the commercial sector.

Furthermore it is disingenuous for the LBL team to state that what
really matters is the “ NET" effect of the Internet. Certainly it’s an
interesting issue (more about this in a minute). Fax machines use
electricity and displace jet fuel by replacing overnight mail. I
believe I may have been the first to publish detailed analyses of this
effect of electrification in 1991, and to describe this effect I coined
the term “ ecowatts” at that time, documenting and publishing widely to
extol this important efficiency trend.

But here’s a simple arithmetical fact; estimating the net savings from
faxing requires, a priori, knowing the amount of electricity used by
faxes. Accurately calculating the net savings is actually much more
difficult than accounting for the electricity used. (Consider, for
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example, that faxing should have been expected to reduce use of
overnight mail; in fact overnight wail has grown,) But LBL suggests
that one should not study the use of electricity from PCs, or by
inference, faxes or any office eguipment ™ without assessing the
agsociated indirect effects.” LBL's own EPA-funded 1995 research on
electricity used by all manner of office equipment in commercial
buildings does not meet this test - nor should it have to.

The idea that we can or should only study and publish the ® NET” effect
is the equivalent of claiming that you can figure out the change from
dinner without knowing how much money you gave the waiter,

The LBL team dodged the issue.

The second generic point I should like to make arise from the following
statement from the LBL paper:
“Mills’ report dees not contain enough detailed documentation to
assess the reasonableness of many assumptions.” (emphasis added)

This is a fair complaint. I note for the record that the LBL team, in
full possession of my e-mail, phone number and address, and despite a
couple of very general e-mail exchanges with them, made absolutely no
attempt to contact me to obtain clarification or expansion on specifics
for any assumptions. Considering that clarification was and is
necessary for * many assumptions,” their failure to do so leaves one
wondering if they did not want clarification, and that the rebuttal was
motivated by something other than the reguirements of technical
scholarship.

That the LBL team has, so far, dodged the central question is clear.
Thug far their only contribution to this debate has been an attempt to
cast doubt on my analysis. The LBL rebuttal contains numercus seriocus
errors. Let me briefly outline two that are representative.

The first technical point: In the LBL paper, the authors take issue
with the claim that the desktop for an Internet-configured PC {i.e.,
including necessary peripherals) is about a 1,000 Watt device. Setting
aside the question of whether it ig 1,000 Watts {it is), the LBL
researchers know full well that the relevant number used in the
calculation is NOT the peak watts, but the quantity of kilowatt-hours
used in a year. In analogous terms, what really matters is how much
gasoline you use in a year, not the horsepower of your engine.

In this regard, my analysis for an Internet-configured PC is based on
750 kWh/yr and is consistent with many other analyses, including their
own at LBL.

e Tn their 1995 study, LBL finds that a PC and printer uses 650 kWh/yr
(™ Efficiency Improvements in U.S. Office Equipment: Expected Policy
Impacts and Uncertainties,” LBL, December 1995, p. 15.}.

¢« In an unrelated 1955 EPA study, annual PC electric use was estimated

to range from 450 to 2,000 kWh/yr.
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{* The Green PC,” S. Anzovin, Windcrest, 1994, p. 5).

* A more recent National Academy of Sciences report put annual
pC/workstation electric use at 1,000 to 1,800 kWh/yr.
(IEEE Spectrum, January 2000).

Despite the readily verifiable above noted facts, the LBL paper
nonetheless concludes that " With these corrections [to Mills’
assumptions], PCs in offices use about 7.2 TWh, a reduction of 84% from
Mills’ estimate.”

Surely the LBL team noticed the bizarre inconsistency in this
conclusion. Their own 1995 seminal study showed collective commercial
sector PC electric use at 50 TWh more than five years ago. How could
their ™ correction” to my analysis yield 7 TWh today?

Let me turn now to a second example of poor analysis in the LBL paper,
but of a slightly different ‘flavor’ of error.

One entirely new category of computer use since 1995 is in Web servers.
Servers are really computers ranging in type from PCs, to workstations,
and up to mainframes that host the Web sites. Servers run 24-7 and
are frequently arranged by the hundreds in enormous banks of racks
creating a “ server farm” for mid-sized to large Internet Service
Providers. LBL claims that we need to adjust downwards both the power
used by servers and the total number of servers. The power use issue
for servers is essentially the same as I’'ve just outlined for PCs.

At the time of writing my report, I used an estimate of 4 million
servers for 1999 based on an extrapolation from data for the number of
Web sites. The LBL team ‘adjusted’ my estimate arbitrarily to conclude
that the “ correct” number of servers should have a downward correction
of ™ 80%” to 1 million. LBL could have undertaken some modest
additional research, as I did subsequently, to learn that there is hard
data on the number of servers in operation in 1999 that does not
require any extrapolations. The actual number of servers last year was
4 million (Netcraft Internet Survey, www.netcraft.com/Survey/Reports/).
Clearly my methodology was more accurate than theirs. As a point of
interest; there were fewer than 20,000 servers in 1995. Servers are
only one piece of a very big digital pie, but quite indicative of the
electric trends.

In general LBL sought to ignore the basic methodology I used,
sequential approximation, and instead clearly sought to undermine the
integrity of my work, without attempting their own honest analysis.
They also failed to note the explicit mention in my report that we did
not count the electric use of a wide variety of other relevant Internet
related devices, totaling in the millions.

The LBL researchers are right about one claim, that it is difficult to
cleanly separate Internet equipment from all information technology
equipment. Thus, I asked the LBL team to consider the conclusion
offered in the study and the Forbes magazine article, that
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microprocessors of the Digital Age, in all categories including the
Internet, consume about 13% of the nation’s electricity. We have vyet
to receive a response.

The Case for Zero

While the LBL team dodged the specific question of how much electricity
the Internet or even the Digital Economy uses, a .Cool Companies study
led by Joseph Romm was braver. The Cocl study has two central
contentions that merit brief discussion. One contention, incredibly
enough, is that the Internet’s electric use is zero. And the other
central contention is that the efficiency gains from the Internet
offset any putative energy needs. Let me briefly address these two
contentions.

The Cool study conclusion about the Internet simply and astoundingly
congludes:
“The authors found that the Internet itself is not a major energy
user, largely because it draws heavily on existing communications
and computing infrastructure.”

This observation reflects such a deep misunderstanding of the
telecommunications revolution that it is difficult to know how to
regpond. Just what exactly do the authors think the past half decade of
over geveral trillion dollars in new investment in telecommunications
and computing equipment has been for and driven by, if not the
Internet?

The exponential growth in equipment (and related Wall Street valuation)
constitutes the electric-intensive infrastructure of the Internet.
None of it was ™ existing.” Equally iwmportant, it is still rapidly
expanding. The entire telecommunications industry has been visibly up-
ended and expanded by the Internet. The purchase and installation of
hundreds of thousands of miles of fiber optics, and the entire
attendant infrastructure has been almost entirely driven by the
Internet. Digital traffic now dwarfs voice traffic on the
telecommunications networks. And every telecom expert forecasts
traffic to grow, and for the growth to be utterly dominated by bits,
not voice. The driving force for bits is the Internet.

The Cool study authorg would have us believe the Digital Economy is
some kind of virtual overlay on existing infrastructure. This is the
equivalent of asserting, in 1950, that the several decade build-out of
the nation’s Interstate Highway system, to support all the new cars and
trucks moving intc the economy, would not entail any investment (in
dollars, materials or energy) since drivers would be using an existing
highway infrastructure. It is 1950 for the digital highways.

But the Internet Improvesg Efficiency
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It is widely recognized that the Internet is improving economic
efficiency, sometimes astonishingly so. Indeed, this central fact is
the very reason that the market is so rapidly consuming digital
bandwidth and all of the equipment to create and serve that bandwidth.
But economic and energy efficiency are not the same thing. Indeed,
economic efficiency can fuel increased energy demand.

There are two aspects to the efficiency argument. One is macro-
economic; is the general, overall effect of the Internet to reduce
energy and material use? The second, micro-engineering; does the
Internet reduce material and energy use in specific applications?

The Internet serves as a kind of economic lubricant. According to the
Department of Commerce (Digital Economy II), information technologies
drive at least one-third of the GDP growth, and further two-thirds of
ALL investment in capital equipment. These results suggest the answer
to an oft-posed question from economists and digital skeptics, “ when
will we see the putative economic effects of the massive investments in
computers?” We’re seeing them now. Indeed, Chairman Greenspan
appears to believe that the reaction is even a little overheated.

Regardless, so far the net effect of the Digital Age at the national
level has been to increase energy use. In the last digital decade,
total air miles flown have risen from 4.3 to 5.8 billion a year.

People are flying more than ever. Planes use fuel. People are driving
more than ever, and in bigger vehicles. 8SUV and light trucks account
for one-half of all vehicle sales - doubling in the past Digital
Decade. Transportation fuel use is up 12%. Similarly, the digitally-
accelerated economy has driven up the size of homes and the spending on
home improvements. Whether you think this is good or bad is not
relevant to the fact; so far, it has all generated greater energy use.

A robust economy tends to use more enexgy. To be sure, we’'re more
efficient. But there is no evidence yet in human history, much less
the past few decades, of rising economies with sustained declines in
energy use. Obviously, improvements in efficiency moderates a growth
rate; but the operative word is ™ growth.”

What about the application-specific efficiency argument? The idea, in
a nutshell: the Internet is so powerful that it will improve efficiency
faster than the energy consumed by the hardware on the Network.

The energy used per dollar of GDP is the favorite efficiency metric of
both environmentalists and business leaders seeking environmental
coverage. By this measure, the U.S. is incredibly more efficient than
just a decade ago. Total U.S. energy use per dollar of GDP has dropped
16% since 1990. Today’s economy, operating at the energy efficiency of
1990, would need 15 Quads more fuel - in oil terms, that would be a 40%
increase in total U.S. oil use. Interesting, but largely meaningless.
The nation still uses more energy today than a decade ago. And more
importantly for a Digital Economy, we use a lot more electricity.
Increased supply to meet electric growth in just the past five years is
equal to the total generating capacity of Italy.
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There is a real problem with the dollars per BTU metric for energy
efficiency, and easily illustrated. Considering, with this metric, who
is the most energy efficient person in America? Bill Gates. Despite
enormous energy use in his legendary home, personal jet and so forth,
Mr. Gate’s wealth yields an efficiency measured as energy per § that
would shame a Sudanese hunter gatherer - only because his wealth is so
great. The economic path the U.S. is on, with the Digital Era
accelerating economic gains out of proportion to relatively modest
energy growth, means that the U.S. economy is following the Bill Gates
method for energy efficiency: increase wealth faster than you increase
energy use.

What then of the specific energy efficiency gains of the Internet,
especially the efficiencies of buying “ on line” via e-commerce - what
might be termed Amazon-dot-com effect? The jury's still out on
whether more or less energy/material infrastructure is used to
warehouse and deliver e-commerce products. Books from Amazon via 747
and trucks may use less or more energy than driving an SUV to the book
and grocery store. It is far from clear, however, what the final,
overall effect will be in retail e-commerce, especially since it is
still only a tiny fraction of total retail. The 24-7, send-it-
overnight e-commerce economy could increase energy use if aircraft
begin to substitute for trucks and trains for product delivery. Many
analysts believe that competition in e-commerce will drive business
increasingly to delivery overnight. Developers are already building
new, dedicated airport hubs that can handle multiple 747s loading-
unloading specifically as for e-commerce. (“Developers Rush to Meet the
Demands of E-Commerce,” 1/23/00, New York Times.)

Even if the net overall impact of the Amazon-effect is improved energy
efficiency (it probably is in many cases, if not specifically the
Amazon case)- reduced transportation oil use still comes with increased
use of electricity. This in fact has been the general macro-energy
trend of the past decade.

The Cool study continues also with one long-sought goal of
environmental activists. The paperless society. The Cool study sees
the Internet saving ™ 2.7 million tons of paper every year by 2003, as
it reduces the need to print newspapers, catalogs, direct mail, and the
like.” (™ The Internet may give a boost to energy efficiency,” J. Romm,
Yahoo.com, 01.24.00) Perhaps. But this sounds eerily like the paperless
office touted ag the result of word processors a decade ago. So far,
paper use is up.

Then toc there is the long-promised energy savings from telecommuting.
Certainly telecommuting uses less fuel than driving your car. But auto
and air travel is up even with the rise of telecommuting. The reasons
are complex, but even the co-inventor of the Internet himself has
concluded:
* The Internet has the funny effect of increasing the amount of
travel .”
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(Vinton Cerf, Senior VP of Internet Architecture, MCI WorldCom, actual
co-inventor of the Internet, Engineering Tomorrow, IEEE Press, 2000,
p.10.)

Where does Internet Electric Demand Go From Here?

Up.

Will there be continued growth in the hardware of the Digital Age? Is
the Digital Age fully formed, IT appliance invention, producticn and
utilization fully saturated? All indicators point to the fact that
we’re just at the beginning. The number of applications, and the range
of microprocessor-based devices, the magnitude and extent of the
communication networks needed to integrate all the devices is still at
that so-called knee in the hockey-stick curve.

One hundred million computers today will become hundreds of millions in
a few short years; globally, billions. As the Internet moves
increasingly into a wireless mode, power use will grow
disproportionately because it is inherently less efficient to broadcast
than pipe information. The Palm VII and similar handheld devices and
their wireless access to the Internet are only the beginning of an
explosive trend. Add to this the ever expanding appetite for faster
Internet access, and more broadband services. This is just the
beginning.

Thus will the Information Economy keep driving demand for electricity?
Or will the market’s use of new electric devices reach saturation, and
efficiency gains combine to flatten out load growth? These two key
questions have been posed repeatedly over the past two decades with
regard to electric use in general, and are even more critical to
understand today, at the dawn of Internet era.

The old conventional wisdom was that PCs and their kin would follow the
efficiency trend of all other electric appliances. In one sense they
have. Certainly PC monitors are more efficient today, as are many PCs.
But unlike lights, chillers and refrigerators, the number of PCs and PC
type devices has grown geometrically in a few short years.

In the past, some prominent forecasters have been confident that demand
for electricity would stop growing because of efficiency gains and
market saturation. We hear much the same language today, with much the
same reasoning.

In 1980, a study from the Union of Concerned Scientists predicted:
“Because saturation levels for most major appliances are
achieved, only minor increases in electricity consumption [will]
occur. ”

{Energy Strategy, Union of Concerned Scientists, 1980

In 1981, a study from the then Solar Energy Research Institute, since
re-named the National Renewable Energy Lab concluded:

Mills 2.2.00 Testimony before
Subcommittee on National Economic Growth, Natural Resources, and Regulatory Affairs
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“It appears that the demand for electricity is unlikely to

increase significantly during the next two decades.”
{A New Prosperity: Building a Sustainable Energy Future, Solar Energy Research
Institute, 1981)

What happened since 19807 Electric demand grew nearly 60%. What went
‘wrong’? The analysts completely misunderstood the technology trends
of ever greater applications for electricity, uses that more than
offset improved efficiency. The same mindset is in place once again
with regard to the information age and the Intermet.

More recently, researchers at LBL concluded in 1995, just five Internet
years ago:
“While total energy use for office equipment has grown rapidly in
recent years, this growth is likely to slow in the next decade
because the US commercial sector market is becoming saturated
(especially for PC CPUs and monitors) .”
(* Efficiency Improvements in U.S. Office Equipment,” LBL, December
1995.)

To be charitable, forecasters even five years ago could hardly have
forecast the growth in electricity-consuming IT-type equipment. But
this has not stopped the refrain from continuing. The indicators for
future trends are nothing less than amazing.

There are literally trillion of objects manufactured each year. We are
rapidly approaching a time when everything will be manufactured with a
silicon device of some kind, and where virtually all of them will
communicate. Even if the energy needs of this trillion chip industry,
and trillion petabyte bandwidth are trivial in per-chip terms - the
aggregate electric needs will no doubt be astonishing.

As bandwidth demand rises, power use rises, as does the market’s use of
the services. Yes efficiency will rise too. But for some time, as we
build out the new infrastructure of the Digital Age, efficiency gains
will be overwhelmed by sheer growth. Electricity is the fuel of the
Digital Age, and the Internet at the heart of this revolution.

No energy policy, including and perhaps especially the anti-electricity
aspects of the Kyoto Protocol, should be considered without passing it
first through a Digital sanity test. The integrity, reliability and
low cost of the national electric infrastructure will be more, not less
important in the future. A juxtaposition of key facts illustrates a
policy collision course. Kyoto Protocol advocates call explicitly for
the reduction, even elimination of fossil fuels and especially coal
from the nation’s energy infrastructure. Yet the nation gets 70% of
its electricity from fossil fuels (three-fourths of that from coal).
EIA forecasts that more fosgil fuels will be needed to support economic
growth. BAnd while EIA forecasts natural gas will dominate the growth,
they also forecast coal use will rise to support the economy. Clearly
energy policy and the Digital Economy are tightly linked.

Mills 2.2.00 Testimony before
Subcommittee on National Economic Growth, Natural Resources, and Regulatory Affairs
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Mr. McINTosH. | thank all of you.

Mr. Kucinich has to go to the floor, but let me ask unanimous
consent that the record be held open, and if Mr. Kucinich has some
questions that he would like to pose to any of you, | ask that you
answer them in writing.

Mr. KuciNicH. | just want to thank the Chair for doing that. Un-
fortunately, 1 have to go to the floor right now. A bill that 1 am
involved in is in debate.

So | want to tell you, I am very impressed with this panel. There
are differences of opinion, and | wish | could stay. But if we have
another Member come, they might want to ask the questions that
I have. But if they don't show up, | would like them inserted in
the record.

Mr. McInTosH. In fact, let me ask unanimous consent for ques-
tions from any of the members of the subcommittee.

Mr. KuciNicH. Mr. Chairman, thank you.

Mr. McINnTosH. Thank you, Dennis.

Mr. Mills, I called this hearing because some of your data made
its way into one of our hearings on Kyoto. Today, you made some
pretty conclusory statements that you are right and they are
wrong. It appears from this chart that we were given that there is
a factual question on the magnitude of Internet-related electricity
demand, and that you and your critics are using the same defini-
tions, or is there an explanation for why the Lawrence Berkeley
people using your definitions came up with lower numbers?

Mr. MiLLs. Well, let me, Mr. Chairman, give you an example. In
their analysis to adjust my data down, they looked at web servers.
This is one representative example. There are many, and it would
take far too long, but this is typical of what they did wrong. They
said that | counted the number of servers incorrectly.

One of the things you said in your opening remarks is that we
are having a hard time measuring the Internet right now. In fact,
there is a great debate figuring out what the metrics are for it. |
wasn't looking at how much e-commerce was going on, but how
much hardware exists. A server is the computer box that contains
the website, and it can contain one website, or it can contain 100
websites.

It turns out that there are organizations that do something
called ping the Internet. They send signals up, and they ask com-
puters, are you there, are you a server. Every server has an iden-
tity, and it says, yes, hello, I am here.

In my original report, | estimated the number of servers by look-
ing at the number of websites and doing an extrapolation. I came
up with the number 4 million servers in the United States. By the
way, that number is growing geometrically, but that number was
4 million last year. Lawrence Berkeley said, no, no, Mills’ assump-
tions were wrong, it should be reduced by 80-some percent to 1 mil-
lion, because there are more websites per box.

What | have done subsequently and they obviously decided not
to do is to find out what the actual hard data is for the number
of servers; not websites, but the number of physical boxes. The
number is 4 million. So their adjustment now of my web servers
by a factor of 80 percent is simply completely wrong.
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Now, they have done this over and over again in other areas. It
is that kind of methodological failure on their part that made me
wonder if they were seeking their own conclusion rather than seek-
ing to get the facts, because they clearly did not look into this data
properly.

Mr. McINnTosH. OK. Would you for the committee go through an
analysis of the different ways in which they have done that?
Frankly, we are going to ask them to justify their work as well.

Let me ask this question to Mr. Romm, because | actually think
that it is possible that Mr. Mills or Mr. Romm are actually looking
at the same thing from 2 different perspectives.

Part of what your chart there demonstrates is this. As we have
seen growth in the economy, acknowledged by all of us to be driven
by the technology, computers and telecommunications, we are see-
ing a reduction in the growth of energy and electricity use in par-
ticular, but energy overall, and therefore the growth in emissions
from energy production. That means, essentially, that there are
jobs being added into the economy driven by that technology sector.
The flip side of that, and we see this in my district, there are jobs
leaving the economy that are the old manufacturing jobs that were
more electricity-intensive. So you have a shift going on from the
older economy to the new.

Now, that doesn't necessarily mean that you don't also have an
increase of use in electricity, because if you assume that that de-
crease in manufacturing jobs were to occur regardless of the tech-
nology revolution, what could be happening is that we might, had
we not seen the technology revolution, have seen the growth in
electricity be even lower. Is that not right?

Mr. Romm. Well, you ask a very complicated question, because
one has to try to figure out exactly what is going on in every aspect
of the economy. | think that part of what you are saying is cer-
tainly correct, although it is worth saying that U.S. manufacturing
output has not declined. As | am sure you know, Bethlehem Steel
and other companies in Indiana have gotten more productive, far
more productive in the last few years, so they have been able to
generate more output with the same or fewer workers.

I think the main point is that a very large fraction of our growth
is coming from the computer industry, the software industry, the
telecom industry, industries that do not consume as much energy
as the steel industry would. And so——

Mr. McINTosH. Let me ask you, what does that mean, “consume
as much™?

Mr. Romm. In other words, let's say——

Mr. McINTosH. Is that per dollar of GDP?

Mr. Romm. Per dollar of GDP. In other words, what we are see-
ing here is, in some sense, the measure that is used of overall U.S.
economic efficiency is to divide the total energy number each year,
the growth in energy, by the growth in GDP, to come up with a
metric called energy intensity. You can clearly see that the Nation
became a lot more—a lot less energy-intensive in the last 3 years
because we had big growth in GDP, small growth in energy. What
this suggests is that in part, we might get $1 trillion in economic
growth from the information technology sector, but if we had gotten
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$1 trillion in economic growth from the steel industry, that would
have used, you know, easily that much energy.

Mr. McINTOsSH. So you are seeing a shift from manufacturing
and therefore manufacturing jobs into technology and technology
jobs, which use less electricity?

Mr. Romm. By and large, yes. | think—there has been a study
done by the EPA and Argonne which roughly says that that struc-
tural change which you have just described is about a third to a
half of the explanation for this trend. There is another trend—
there are two ways the economy can become more efficient at using
energy or less energy-intensive. One is the structural change that
you have described. The other is to put in energy-efficient light
bulbs, to replace trips to the mall with working at your desktop.
That is becoming more efficient.

Mr. McINnTOosH. Exactly. Which leads me to my next question,
and then I will come back for some of the other witnesses.

If—and as | understand by your testimony, that structural shift
can account for a savings of about 300 million metric tons by 2010,
and that that is approximately two-thirds of what the obligation
under the Kyoto protocol would be for the United States, my ques-
tion is, wouldn't we be better off allowing that invisible hand of the
marketplace to work, rather than bringing in a regulatory struc-
ture when you are going to be able to see those reductions and sav-
ings because of the structural shifts in the economy?

Mr. Romm. Sure. Well, 1 know that we probably take different
views of some aspects of this issue. Let me try to answer the ques-
tion this way: | believe that greenhouse gas emissions are going to
grow more slowly because of the Internet and other factors than
EIA does, and that will certainly make it easier to meet the Kyoto
targets. Those of us who think that it is important for the country
and the world to reduce greenhouse gas emissions still feel strongly
that some market-based signals help show businesses that we don't
want to reduce energy consumption per se. What we want to do is
pull CO,, greenhouse gases, out of the U.S. economy the way we
pulled sulfur out of the electricity grid and lead out of gasoline. It
is my belief that a relatively low market——

Mr. McINnTOsH. Unless you move to hydroelectricity or nuclear
fuels, you can't do that.

Mr. RomMm. No, that is not true. The utility system right now is
only 28 percent efficient in converting fossil fuels to electricity. It
is very inefficient, in part because we have had a regulated monop-
oly.

The average coal plant is only 30 percent efficient. There are gas-
fired, combined-cycle units which are 55 percent efficient. There is
cogeneration, the simultaneous generation of electricity and steam,
which is 90 percent efficient. We can have, you know, what is
called fuel-switching or more efficient conversion. We can have
some renewables. | don’'t think——

Mr. McInTosH. All of that depends on the price signals.

Mr. RommMm. Well, what is very clear is that there are a lot of low-
cost measures, and it appears, from Mr. Hakes's report on vol-
untary actions by companies, that a lot of companies are taking
voluntary actions to reduce their greenhouse gas emissions. Most
of those, | believe, are utilities.
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I think it is quite interesting that in 1998, U.S. global green-
house gas emissions dropped, and total energy use in the world ac-
tually dropped for the first time since 1982.

I think you will find that there are a lot of steps that companies
and governments can take that do not require a very big price sig-
nal, and that are very—obviously, we have shown that you can
have low CO, growth and high GDP growth at the same time, so
it is certainly difficult to argue that having lower CO, growth
harms GDP.

Mr. McINnTOsSH. Let me let Mr. Ryan ask questions, and then,
Mr. Hakes, | will give you your opportunity which you asked for
in your testimony.

Do you have a set of questions?

Mr. RyaN. Sure.

Actually, Mr. Hakes, you haven't had a chance to talk about any
of this. I would like to get you involved right now, if I may.

I was intrigued with what Dr. Romm said about EIA’s over-
estimation of Kyoto's costs. EIA estimates that the Kyoto protocol
would increase average electricity prices from 20 percent to 86 per-
cent in 2010.

Dr. Romm, | think you said in your testimony that that is wholly
irrelevant to the real world.

Could you comment on that, your assessment of Dr. Romm’s com-
ments?

Mr. HAKEs. Well, this is a very detailed study that we did for the
House Science Committee, and my view is that it has held up well
over time. | think the analysis is quite good; I think there is mate-
rial in there that somewhat supports the view of Kyoto critics, and
I think there is some conclusions that do not support the views of
Kyoto critics.

I think that we have suggested in there that carbon emissions
would grow a little bit over 1 percent a year; you know, a little bit
larger than the population growth.

If you look at Mr. Romm’s chart for CO,, you can see in the last
couple of years it grew at a slower pace. Why did it grow at a slow-
er pace? The main reason was the mild weather; it wasn't because
of some new efficiency gain. People have to use less heating oil, less
heating from their space heaters and less natural gas. The other
reason was there was an economic decline in Asia that reduced the
demand for a lot of products that are energy-intensive.

If you look at the preliminary data for 1999, which is not official
yet, it looks like carbon emissions will grow about 1 percent a year.
In 2000, we are having a very cold winter, maybe they will grow
more.

On the issue of Mr. Romm’s attacks on our forecasts, he has
launched a lot of grenades here, but let me mention one that he
suggests in his written testimony—that EIA doesn’t have foresight
on the Kyoto treaty. Critics like Mr. Romm have said we have over-
estimated costs because we don't allow people to adjust before
2005. It is just flat wrong, and it has been corrected in the public
record.

We allow perfect foresight by the electric utilities. In other
words, in our model we assume that it started at the date of our
study, which is now more than a year old, and is fully operational
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now, which is | think very overly optimistic to his side. We have
also assumed perfect foresight in the refining industries, so the vol-
untary programs by BP and others that tend to focus on refining
are already fully incorporated and obviously a lot of companies are
not doing this. So if there are other industrial sectors that don't
have foresight, | think it all adds up.

We treat, | think, foresight in our study very, very fairly and
very balanced, and maybe even perhaps tilted a little bit to Mr.
Romm’s point of view, and yet he continues to repeat over and over
again, even when it is shown by us to be very clear in the docu-
ment itself, if you actually read it, that we allow foresight rather
amply throughout our system.

His attacks on our oil price forecasts; our forecasts are very high-
ly respected among energy experts. There was something that hap-
pened last March. OPEC cut world production by about 3 million
barrels. We do not have a pipeline by which OPEC tells us whether
they are going to cut production or not, but that was certainly the
main reason that everybody’s signals on oil prices were reversed.
And once they made that policy decision, we said that prices would
be going up into the basic range that they are now.

Of the big errors that he mentioned, and | certainly admit to, one
of the things that EIA does as a Federal agency, as a public agen-
cy, is to bend over backward to point out ourselves any previous
mistakes we have made. But the one he was talking about in the
Science Committee was talking about the early 1980's, the first one
or two forecasts we did at the time of deregulation.

I think our forecasts in the 1990’s have stood up extremely well.
We had some arguments. The administration had a study in 1993
saying that voluntary programs would cause carbon emissions in
the year 2000 to be what they were in 1990. We said, “No, we don't
think that will work, they are going to grow in the 1990’s.” | think
we were basically correct, and | think we have been more correct
than some of the optimists like Mr. Romm.

One other point on electricity that is very interesting. In our
forecasts, consistently in the 1980’s, we have underestimated the
growth of electricity because we had too much built in for appliance
efficiency. So EIA, who Mr. Romm you seem to portray as always
underestimating these efficiency gains, actually consistently over-
estimated them in the electricity sector in the 1990's.

We try to do a balanced job. | think we don't always get it ex-
actly right. 1 don't think there is a systematic bias, particularly
since we have put more attention on technology issues in recent
forecasts.

Mr. RomMm. Could 1 just—very little—many things that Mr.
Hakes said are just factually incorrect. In their latest annual en-
ergy review, which they just released in December, they predict for
the next 7 years that CO, emissions will grow 1.8 percent for 7
years, not 1 percent, as Mr. Hakes said.

I think the key point is there is no question that the EIA occa-
sionally stumbles onto the truth. If they would be more humble
about the fact that they are often wrong and not release reports
that are called Impacts of the Kyoto protocol on U.S. Energy Mar-
kets and Economic Activities, but even Possible Impacts, or A Sce-
nario of Impacts, but they continue to believe over and over again



76

that they are correct, and over and over again they are proved not
to be correct. 1 will leave the rest of the corrections for the record.

Mr. McINTOsH. Let me actually have a followup, because while
Mr. Romm is critiquing them from one direction, Mr. Mills, in your
testimony you seem to think that they had underestimated the im-
pacts of the digital economy on electricity demand. Can you explain
your viewpoint on that?

Mr. MiLLs. Well, let me explain it from two perspectives. One is
forecasting, and one is from the history. Actually, I think that—
well, for the record, | actually believe that EIA is—not that | want
to get into the middle of a battle between the lovers and haters of
EIA. | actually think that their track record is remarkable. Mr.
Hakes is absolutely correct. The track record in the 1980’s was
pretty abysmal. After that it has gotten very good. They have got-
ten very sophisticated in understanding the markets and have
overestimated the impact, as Mr. Hakes said, of efficiency meas-
ures in the economy, partly because it is an engineer’'s dilemma.
When more efficient refrigeration exist, people tend to use more of
it. The markets are a little more complicated than that, as Mr.
Hakes’ analysts know.

I think what we have seen in the last digital decade is, in fact,
the information economy effect. In the last decade there has been
an enormous increase in the efficiency of lighting, in refrigerators,
in motors. We have spent in this country tens of billions of dollars
on these so-called demand-side management programs for the last
20 years, and the fruit was born in the 1990’s. If you go by sector,
you will find, yes, they are incredibly more energy-efficient in light-
ing of buildings and air conditioning of buildings, and yet demand
went up. The growth rate wasn’'t as high as the 1970’'s and 1980's,
but it still went up. It went up in aggregate by an enormous
amount.

The most fascinating thing to me is that it went up so much in
the category that used to be a grab bag, and this is—not that | am
pleading for funding for EIA, but it is a funding problem.

In the old days, you threw things that you couldn’t count into the
“other” category, and everything else took up 90 percent of elec-
tricity demands. So the 10 percent in “other,” who cares? If you
look at commercial building electric use in the EIA data now,
“other” is a third of all electricity used in commercial buildings.
“Other” is growing faster than anything else, and “other” is exceed-
ed only by lighting. It is 300 billion kilowatt hours of “other” stuff,
which was where | contend a lot of the Internet hardware is show-
ing up, because it is not tracked. In fact, many of the organizations
that track data like refrigerators and motors don't even track serv-
ers.

Cisco is everybody's pick. They hope they bought into Cisco 5
years ago. Cisco is selling a million routers a year. Cisco’s routers
don’'t show up in information technology industry data books be-
cause they didn't exist when they created the data books. They
don’t track them. Neither does EIA track them. There is a meth-
odological problem which is inherent in the new economy.

Mr. McINnTOsH. And so if you are correct and the energy use is
going to grow dramatically because of the electricity demands of
the equipment that drives the Internet, what explains the decrease



77

in electricity growth with the increase in economic growth? Is it
that we are losing manufacturing jobs faster than we are replacing
them with the demand for the Internet equipment?

Mr. MirLs. We found one other area where Mr. Romm and |
agree. There is more manufacturing in America. There are fewer
jobs, but there is actually more manufacturing output.

Just as an aside, the manufacturing sector in the last decade has
decreased its consumption of combustible fuels and increased its
use of electricity. It has become more electrified. Steel mills are a
great example. Five percent of steel mills in 1970 were electric;
now it is 40 percent. So they are very electric intensive, very effi-
cient. They are computerized, and they have fewer jobs. The jobs
have gone to the information and technology and service sectors.

Let me explain more clearly my forecast is that | think that EIA
is close to right and, in fact, Mr. Hakes’s testimony says he thinks
the Internet could take it either way, lower or higher. My guess is
that it will take it higher. But a 1 or 2 percent range in load
growth in the electric sector as big as ours is a very big number.
We are not a small country. When we move electric demand a few
tenths of a percent it makes a huge difference.

The explanation for the efficiency numbers is something like
that, and | don’'t mean to be facetious, but I call it the Bill Gates
effect. We have a tendency, energy analysts, to measure energy ef-
ficiency the way Mr. Romm was showing you: BTUs per dollar of
GDP. I would submit to you that this is interesting but probably
totally irrelevant and indeed enormously misleading. If we have an
economy like our economy where the Internet is consuming more
energy, not enormous amounts, but more energy, not less, but it is
bootstrapping economic growth even faster, which is the effect we
see from an Amazon.com, if you like, what you get from that is
modest continued energy growth from a huge base. Also huge GDP
growth. So the energy efficiency improves.

Let me put it to you this way. Who would be the most energy
efficient person in the world today by this measure? The answer is
Bill Gates.

Mr. McINTosH. Let me take it one step further. If you have a
public policy, such as the Kyoto protocol, that says we are going to
increase the cost of electricity for the social good of eliminating or
reducing carbon dioxide, what is the impact on the new emerging
computer and communications industry compared to the other sec-
tors of the economy?

Mr. MiLLs. It is a serious impact, and it would have been modest,
if not irrelevant, 20 years ago. But once you take—once you state
the premise that the information economy is at the core of our
economy as the Commerce Department has estimated a third of
GDP, real growth, once you know that it is no longer trivial, web-
serving firms are huge, electric-consuming beasts, the price, supply
and reliability of electricity become the central factor in our econ-
omy, not secondary. They become, I would argue, more important
than oil.

It is now—oil is still extremely important, but the price, supply
and reliability of electricity are now more important than oil to our
economic future. To me that suggests that things like Kyoto and
the Kyoto protocol that create enormous risk in the electric supply
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sector are dangerous to move quickly on for that simple reason. It
is so important now.

Mr. MciInTosH. | will share with you just one example from my
home State in Indiana where EPA has filed a ridiculous lawsuit
against the electric utilities saying that if you try to maintain your
plants you are going to be in violation of the Clean Air Act. What
is driving that policy is a desire to stop the utilities from using
coal. If you remove coal as an electric power source, that does a
huge amount of damage to the economy in the Midwest, driven by
these other social goals.

Mr. MiLLs. One of the things that we are seeing here is that EIA,
regardless of whether we think their forecast is accurate or not, |
think it is pretty good, sees the demand for electricity rising. So we
have, as Mr. Hakes said, about half of our electricity—a little over
half comes from coal in America. In the future, we will need more
electricity and not less. If we implement policies that reduce the
base while we still have an increased demand, we create enormous
risks.

Mr. McINTOsH. | have one question for each of you, actually. Are
there any forecasts out there if you double the cost of electricity,
what that does to impede the growth in the technology sector?

Mr. MiLLs. Well, | did an analysis like that 2 years ago on the
commodities basis, but 1 will be happy to defer to Mr. Hakes first
if you have looked at this.

Mr. Hakes. If you are talking about a Kyoto scenario, it depends
on how you would implement the Kyoto scenario. One of the sce-
narios that economists have used is that you auction off the carbon
credits which are then recycled back into the economy, perhaps
through a Social Security tax cut. If that was done, your energy-
intensive industry, your coal industry would be net losers, but
some of your low intensity users might actually be winners. But
there is a whole range of policies there that have not been ad-
dressed in any systematic way, so without those kinds of consider-
ations, it is hard to assess the total impact on an industry.

Mr. McINTOSH. You mentioned, Mr. Hakes, recycling through a
carbon tax. At least as far as | can tell, there are no proponents
for that, either in the administration or here in Congress. How
about some of the other scenarios where it is just done through a
command and control pricing increase policy?

Mr. HakEes. Well, everything that | have seen has been proposed
to cap carbon in some way. You can do that by either
grandfathering people in or you can auction credits. There are dif-
ferent ways to do that. | don't think that those types of issues are
being discussed very much, because they tend to be somewhat sen-
sitive. There are large economic impacts. But you couldn’t imple-
ment the Kyoto treaty without making some judgments in those
areas. You probably would have to use some revenues to com-
pensate the coal industry in some way, since they would be such
obvious losers in a transition.

Mr. McINTOsH. But if you grandfathered people in and you see
the shift from oil to electric generation, which is generally done
through coal, then you could cause some distortions in the growth
in the economy.

Mr. HakEs. It would probably help some areas and hurt others.
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Mr. McINTOSH. | guess my question is, on which side of that
equation would technology and communications fall?

Mr. HAkEs. Depending on how it was recycled, they might be net
beneficiaries.

Mr. McINTOsH. But that is assuming there is a tax. In the ab-
sence of a tax.

Mr. Hakes. Without it, they would be less hurt than, say, the
aluminum industry or the refining industry or the auto manufac-
turing industry, who are very energy intensive industries, or the
airlines industry, who have high energy costs and therefore it
would affect their bottom line a lot more. | think for the computer
companies, this is not as big an issue for them, although, clearly,
they do have energy costs and have a great interest in the reliabil-
ity of the electric system.

Mr. Romm. Let me make a few points.

First of all, certainly the worst-case scenario, electricity prices
aren’t going to double under Kyoto.

B, even in the most pessimistic analysis, which is Mr. Hakes, he
says that we could comply with Kyoto with “no appreciable change”
in the long-term GDP growth rate. So the fact is that it would not
harm the economy.

The third is that Mr. Mills—Mr. Mills is testifying that, on the
basis of his study, he can tell you that Kyoto would be bad for the
U.S. economy, and yet he has only looked at the electricity used by
the Internet. He has not looked at the electricity saved by the use
of the Internet in the economy. Therefore, his study is wholly inad-
equate to draw that conclusion.

I am not going to testify here today that | know for a certainty
that everything that | wrote is true. That is why we called our
work a scenario. But it is very clear that if you look at the data,
electricity, the rate of growth of electricity consumption has
dropped, energy growth has dropped, CO, growth has dropped, and
GDP growth has grown. So | don't see how anyone can argue with
the premise that we can have lower CO, growth and higher GDP
growth.

Just to correct one other misstatement by Mr. Hakes, we have
done a weather correction. It is very clear that the United States
is getting warmer. NOAA has—you know, the National Oceanic
and Atmospheric Administration has acknowledged that, EIA has
acknowledged that. When you do the weather correction, we have
had a slightly warm 1997, very warm 1998, not a particularly
warm 1999 compared to 1998. The weather correction brings an-
nual energy growth up to slightly under 1 percent and the same
for CO.. It explains about one-quarter of this remarkable graph
here.

Mr. McINnTosH. And | think | am going to have to leave; but, Mr.
Hakes, you have a comment you want to make.

Mr. Hakes. Mr. Romm talks about this remarkable graph. |
would like to introduce into the record the intensity gains and
losses in the U.S. economy going back to 1960. You look at 1981,
the intensity gain was 4.6. If you look at 1983, the gain was 4 per-
cent, greater than we have seen in the last 2 years. So in 1984, you
have Amory Lovins saying, we see electricity demand ratcheting
downward over the medium and long term, much as Mr. Romm is
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saying today, and he actually had more convincing data at that
time than Mr. Romm has today.

So what happened in the next few years? The pattern reversed
itself. Because things go in cycles. Weather goes in cycles. The
economy in Asia goes in cycles. If we were to use Mr. Romm’s ap-
proach, if you take the 4 years before 1997, the intensity gains in
3 of those 4 years rounded out to zero. We didn’'t change our opti-
mism about continuing intensity gains because we thought those
statistics were aberrations.

Mr. Romm didn’t come to us at that time and say lower your in-
tensity gains because we got these very low intensity numbers. So
he picks two numbers in 2 recent years that raise some interesting
questions but are clearly highly relevant to weather, where you
don’t see energy use going down, you don't see carbon going down,
and tries to argue that it is a brand-new trend. | think the data
are much less convincing than the data from 1981 and 1983.

Mr. RyaN. Mr. Mills, could you comment on that as well, please?

Mr. MiLLs. Well, the energy intensity trends of the economy, it
again masks two things. One is, are we getting more energy effi-
cient by this measure? Which again | contend is a misleading
measure. What you see in these graphs is, regardless of what the
growth rate is, the operative word is growth. The economy is grow-
ing. Consumption of energy is growing. The emissions of carbon di-
oxide are growing. None of it is declining.

So my conclusion, which Mr. Romm misstated—misrepresented,
was not that the Kyoto protocol harms us. It is that the kind of
policies that would tamper with the electric supply system of this
country, which is the single most important part of our economic
infrastructure at the root, are dangerous given the rising impor-
tance of electricity, not its declining importance.

Let me add one other point just as an overlay on this to get back
to an earlier remark | said about the challenge we have here is un-
derstanding this new economy. Mr. Romm, | don’'t believe, under-
stands it. Mr. Hakes knows that it is complicated and has said—
in fact, 1 have seen in their data their analysts are struggling to
figure out how to fit it in, and we don’t have the data collection
mechanisms.

But one particular conclusion in Mr. Romm’s study that is
breathtaking in its erroneousness | have to just put on the record.
His conclusion about how much energy the Internet uses states
that it is not a significant energy user because it uses the existing
telecommunications infrastructure.

I have to say, this is laughable if you talk to people in the
telecom industry and go to any hearings in the Congress on
telecom. The telecom industry has been turned upside down by the
Internet. We have had trillions of dollars of new infrastructure
built because of the Internet. There was no existing infrastructure.
It was created for the digital economy and for the Internet. This
would be like saying in 1950 that the interstate highway system
existed and was an existing infrastructure, did not require energy
or materials to build out over the next 40 years. It didn't exist. It
had to be built. We are in the build-out phase. This is 1950 for the
digital highway right now.
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Mr. RvyaN. Mr. Romm, | am very intrigued at his confidence in
this chart and the confidence in these 2-year sets of data——

Mr. Romm. Three.

Mr. RyaN [continuing]. 3-year sets of data indicate a trend. Let
me ask just left from right, Mr. Mills and then Mr. Hakes and Mr.
Romm at the end, to comment on that. Does 3 years of data indi-
cate a trend? Have we severed the tie?

Mr. MiLLs. | will make this answer short. Three years does not
set a trend. A decade, 5 to 10 years is useful. I do not believe we
have severed any ties of any kind. | think there are some impor-
tant structural changes, but, no, 3 years is interesting but not a
trend.

Mr. RyAaN. Mr. Hakes.

Mr. HAKEs. He has averaged the 3 years, but you can hide a lot
of things with averaging. The intensity gain in 1996 was 0.2 per-
cent. That happened to be a cold period, so that is not surprising.
So the real intensity gains that he is talking about are only in 1997
and 1998, 3.4 and 3.9, and because of the unusual weather and eco-
nomic conditions, as | have said before. There are a lot of people
around town, economists and others, in the administration and oth-
ers, and | think most of them agree with us that weather was a
big factor. This is certainly worth watching but does not indicate
a significant new trend.

Mr. Romm. First, to just correct Mr. Mills, the paper makes very
clear one of the things the Internet does is take advantage of the
fact that everybody had computers or a lot of people had computers
before the Internet and that consumed a great deal of electricity.
For Mr. Mills, if the economy was consuming a lot of electricity, if
someone had a PC and it consumed electricity, they spent any time
on the Internet, that is all Internet electricity, even though the
economy was using it for other purposes beforehand.

Let me make a few things clear. In Mr. Hakes’s testimony, he
believes | am talking about 1997 and 1998. We are, in fact, averag-
ing in the first 10 months of the 1990 data—the 1999 data. What
is interesting about the 1999 data is that it has nothing to do with
weather, because 1999 was not as mild as 1998. We have talked
to EIA’s analysts. We have done the weather correction. We have
talked to EPA. The weather correction is only 25 percent of this ef-
fect.

Mr. RyAaN. Let me interject at this point. Mr. Hakes, what about
the Asian meltdown? How much of that is significant to this data?

Mr. HAkes. We think that it is part of the drop in natural gas
usage in 1998. | think the chairman was getting at this point ear-
lier. You can talk about intensity gains, but if you are relating this
to Kyoto, you are not getting Kyoto gains if the economy grows
faster and energy consumption stays the same. So we are sort of
talking about apples and oranges here.

Intensity is a little bit irrelevant—it is a factor, but the real
issue is how much energy is being consumed and how much carbon
is being emitted. So the fact that we have had this incredible eco-
nomic growth in the last few years and its improved intensity,
doesn’'t necessarily mean energy use will go down.

One other point | think the committee might be interested in is
that the Commerce Department has changed the way we calculate
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GDP and that is it gives us statistics that are higher not because
the economy is growing faster but because the statistical calcula-
tions are different, which means that all of these intensity numbers
are going to be adjusted upward in the next year or two, so that
you will see more improvements of intensity because there is a bet-
ter measurement system now for GDP. You can sit around and cel-
ebrate when that statistical adjustment is made and say that this
makes Kyoto easy, but, the bottom line, it doesn't change energy
consumption; it just changes the ratio between energy and the
economy.

Mr. Romm. What | would like to end up by saying is as follows:
We put out our scenario on the table because it looks like some-
thing very interesting is happening in the economy. Mr. Hakes is
supposed to be representing an objective, independent, energy ana-
lytical agency. They ought to be very interested in what is going
on in the economy. And yet he comes here and he tries to tell you
nothing is going on, | can explain it all, even though—and | would
like to introduce into the record a chart that we have done that
shows that, in fact, energy intensity in every sector has improved,
including the transportation sector. In fact, the transportation sec-
tor, which is completely—almost completely independent of the
weather, has seen the biggest 2-year drop in the intensity of travel
per GDP in 30 years of data.

The fact of the matter is that something big is going on in the
economy, and | just challenge EIA to be curious about it.

To give you an idea of what they did in their last annual energy
outlook 1 year ago, they projected 8 years of 1.6 percent CO:
growth. We had no growth in CO,, 0.3 percent, in 1998. And in-
stead of saying, oh, something big may be happening in the econ-
omy, we should lower our CO; forecasts, they actually jacked them
up to 1.8 percent, which suggests to me that they are not suffi-
ciently curious as to whether something big is going on in the econ-
omy that might affect forecasts that people make very important
decisions on.

Mr. RyaN. OK. Before | go with a final question, Mr. Mills, would
you like to respond to that?

Mr. MiLLs. | just want to make this observation about the fore-
casting challenges and energy intensity. One of the things that is
very clear and that is important to the subject at hand is that we
haven't stopped building out the Internet. Regardless of what we
decide that the consumption of electricity is that is ascribed to the
Internet, it is still growing exponentially.

We are at the buildup phase. We are building up everywhere, not
just .coms and servers, but homes, multiple PCs in home, cable
modems, wireless telephony, wireless data access, wireless palms,
all of these things use electricity and they are growing at expo-
nential rates. They will increase the consumption of electricity rea-
sonably, and it will bootstrap the GDP even faster.

So when we combine that effect with the readjustment in how we
measure the GDP, we are going to get an even bigger appearance
of improved energy efficiency by this fallacious measure which is
BTUs per dollar of GDP, but we will still use more energy, which
is a critical thing to keep in mind.
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Mr. RyaN. How important is the comparisons of growth rates
versus nominal mall growth?

Mr. MiLLs. Well, what matters from the reality of physics and
materials is growth, not the rate. And from a fundamental perspec-
tive, we want to know how much stuff are we using, where is oil,
gas, coal, steel, aluminum, are we going to use more stuff next
year. The rate can change, depending on how you measure the
rate, per person, per house, per dollar. You can get very odd results
with statistics. There is that old Mark Twain saying: there are lies,
damn lies, and then there are statistics. Rates are tough things.
But the absolute growth tells you a lot about the materials.

And we have used more stuff, and we will use more stuff and the
biggest increase in stuff will be kilowatt hours. That is where the
risk is in Kyoto. It is not this rate discussion and forecast into the
future. The one forecast | can make confidently is that we will use
more. We don’'t know exactly how much more. That is the chal-
lenge.

Mr. RvaN. | was a fan of the Presidential debates which we have
seen over the last few weeks, and | think we had some interesting
dynamics in those Presidential debates and that was where the
candidates asked each other a question. | think this has been a
very informative hearing, it has been interesting. We have some
unique personalities assembled here today. 1 would like to interject
that little trend here, so to speak.

Let me do this, how about in no particular order or reason, Mr.
Mills, why don’'t you ask Mr. Romm a question; Mr. Romm why
don't you ask Mr. Hakes a question; and Mr. Hakes, why don’t you
ask Mr. Romm a question. We have been asking questions, but I
would be intrigued to watch a dialog between the three of you, each
of you asking each other a question, and then we will wrap it up.
Mr. Mills.

Mr. MiLLs. Thank you. | think the critical analytic question to
ask Mr. Romm is that while it is clear that there are efficiency ef-
fects from the use of Internet, it is A minus B equals C, C being
the net result. You have to know what A is first. You have to know
how much energy the Internet uses to calculate how much energy
it saves.

So | guess my question is really simple. Does your organization
intend to try to figure out on their own, independent of my analy-
sis, through their own analysis, perhaps with Lawrence Berkeley,
to figure out how much electricity the Internet uses?

Mr. RomMm. Well, as you know, we have had many e-mail ex-
changes on this very point. | think Lawrence Berkeley labs is one
of the most recognized authorities on how the economy uses elec-
tricity and energy. EIA uses them, everybody uses them. The inter-
national energy bodies use them.

Their five scientists did a very comprehensive analysis, in an ad-
mittedly difficult area. They came to the conclusion that you were
wrong by a factor of 8 and that they won't say specifically, but I
am certainly prepared to say that the Internet, specifically the
Internet uses about 1 percent of U.S. electricity maximum.

However, you know, | think this is an important point for the
committee. If Mr. Mills were right and his numbers were correct,
which is that electricity consumption has soared since 1997 because
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of the Internet, these numbers couldn't be true. So the fact that
electricity consumption rates have slowed since the Internet took
off is, in my mind, prima facie evidence that he can't possibly be
right. So he can engage in a very complicated and elaborate analy-
sis to show that the Sun goes around the Earth, but the Sun
doesn’'t go around the Earth, and so his analysis is pointless. We
have put on the table our explanation of why his methodology is
wrong and why he comes up with the wrong answer, which the
macroeconomic data clearly shows is wrong. So | don't think we
need to do any more work.

Mr. RyaN. In keeping with the lowa and the New Hampshire
tradition, we will give the questioner a 30 second rebuttal.

Mr. MiLLs. | think 2 things are relevant to this. The adjective
“soar” is an adjective. The electric use went up when all of the fore-
casters in Mr. Romm’s camp said it would stop going up. More to
the point, 1 will take the 1 percent, that is fine. Given the growth
rates on the Internet and let’s say it is starting at 1 percent today,
I will tell you that we just have to wait a few years, and it will
be 8 percent and then more. Because the growth rate is astonish-
ing.

So the real issue is not so much whether it is 1 or 2 or 3 or 4,
but that it is a positive integer. | am glad to hear Mr. Romm recant
the “0” that is in his study.

Mr. RyaN. Mr. Romm, would you like to ask Mr. Hakes a ques-
tion?

Mr. Romm. | realize, to use the full New Hampshire format, he
asked for the specific number of the Internet use of electricity: 1
percent. The net impact of the Internet on electricity which would
include not only the energy used by the components of the Internet,
but what the impact of the Internet is on the economy, | believe
the Internet saves electricity and far more than electricity, it saves
energy. So that having the Internet is why the electricity growth
has slowed.

The question that |1 would ask Mr. Hakes is, you know, first of
all—let me think about this for a second.

If it were the case—well, let me ask you this question. If it were
the case that the energy intensity were, in fact, changing in the
last 3 years, and that, in fact, energy intensity has averaged from
1997, 1998, and 1999 about 3.5 percent, although you project that
it is going to improve 1.1 percent, so we think, you know, currently
you have been wrong 3 years in a row by a factor of 3, if it were
the case that that was happening, would EIA—and we could con-
vince you that that was happening, would EIA be willing to modify
its forecasts?

I take your point that you have cited, very high energy intensity
declined in the 1980's, but that occurred when oil prices were dou-
bling and tripling. We have never had energy gains this big when
energy prices were low and even declining. So that is my question.
Is EIA open to exploring this very important issue and perhaps
changing its forecasts?

Mr. Hakes. We have extensive internal dialogs about these
issues and external dialogs, and we certainly would take this into
consideration. But | think again you are mixing apples and or-
anges. It makes a big difference if the intensity improves because
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the economy is going up or it improves because energy use is going
down. Because if, for instance, you take the scenario that energy
use stays about the same and the economy goes up, then you would
be asking us to adjust our intensity estimates, but you would also
be asking us to adjust our GDP estimates. We estimate GDP to
grow at about 2.3 percent a year. So if Mr. Romm wants us to take
the last year as the statistical call trend, we would then have to
raise our GDP rates to about 4 percent a year, which might con-
ceivably make it harder to meet the Kyoto protocol.

Now, if there was a comparable gain in intensity, it would be a
wash.

So you can't just change one part of the equation and take the
part you like and not add in the other point you don't like. So are
you arguing, Joe, that we have too low a growth rate for the econ-
omy and we should jack up economic growth which will create
more new energy usage than we have in our model?

Mr. RommMm. Actually 1 am arguing that EIA has done what you
just accused me of doing. In fact, if you look at EIA’s forecasts this
year and last year, they jacked up the GDP level in 2005, but they
didn’'t change the energy intensity level. So they actually predict,
even though we have had 3 amazing years, they have predicted
higher GDP growth, but no improvement in energy intensity, which
is why this year's forecast, even though oil prices are higher than
they were a year ago and even though they have another year’s
data that something is going on in the economy, they actually
raised GDP, but they don't raise the energy intensity, which is why
they have higher CO; levels predicted this year for 2005 than they
did last year, which | would argue suggests that they are defending
a perspective which is to say higher CO, growth rates, as opposed
to saying gee, maybe something is happening in the economy.

Mr. RyAN. Since we are talking about your chart so much, why
don’'t we have Mr. Hakes ask Mr. Romm a question and then we
will conclude.

Mr. HAKEs. Back in 1996, carbon emissions went up about 3 per-
cent and EIA took the position that a lot of that was weather relat-
ed, and we didn't jack up our carbon emissions growth-rates. In
fact, we, | think, came down a little bit, because we thought that
was a specific aberration. Why didn't you come to us in 1996 and
express your concerns that we were underestimating carbon growth
because the data for that year showed it was much higher than
were in the EIA estimates?

Mr. Romm. Well, | take your point that 1 year's worth of data
is not something that | would change your forecasts on. We started
this report when we had about 2%2 years worth of data. | think we
now have 3 years worth of data.

You can certainly say that OK, we have to wait for a 4th year
and then a 5th year and a 6th year. I would pose that 3 years
worth of data is very impressive. We have never in U.S. history
seen this improvement in how the Nation uses energy at a time of
low energy prices. The only data that he could cite was 1982. Oil
prices doubled in the early 1970’s, they doubled again in the late
1970's, this is why energy intensity improved. He has to explain
how it is that we had GDP go up and energy growth rates go down.
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As | say, we have talked to EIA to understand how they do
weather analysis. When you do the weather correction, 1 will be
happy to go over this with you, because we used your numbers in
our second case, it only gets you up to 1 percent. The fact is that
over the last 3 years, weather-adjusted energy growth has been
under half of what the weather-adjusted energy growth was in the
previous 4 years.

Mr. HAKES. | would point out that the period you cover just coin-
cidentally happens to be a period that was highly unusual histori-
cally in not having a heavy cold snap. It will be very interesting
to look at the 2000 data where we obviously have had some months
here where we have had heavy demands for heating oil and natural
gas that we haven't seen for several years, and | think that will
balance out our perspective quite a bit.

Mr. RyaN. That was going to be my last question. Mr. Romm,
you said something that intrigued me. You made an assumption
that Internet efficiencies are going to lead to less energy consump-
tion. | would like to ask the other 2 gentlemen, Mr. Mills to start
with, if the digital economy increases wealth, will it or will it not
increase demand? If the digital economy makes us wealthier, won't
this increase the demand for TVs, computers, cars, air travel, en-
ergy-producing products?

I represent the First Congressional District of Wisconsin. We
produce the Chevy Tahoe, Suburban, medium-duty trucks, the Jeep
Cherokee, the Wrangler, SUVs which are gas-guzzling vehicles. We
are selling them like hot cakes. It is producing a lot of jobs where
I live. Could you comment on that?

Mr. MiLLs. Sure, and really there are two issues. The one issue
is the wealth effect. | think there is no question that the digital
economy is driving the wealth effect; and as Mr. Hakes has said,
that is one of the complications. As you push the GDP up because
of the lubrication, if you like, of the information economy, you get
more purchases of SUVs, bigger houses, more renovations, more
travel. In fact airline travel is up, driving is up, everything is up.

So the measures of efficiency are really misleading. Yes, there is
so much more money which drives up the energy efficiency metric.
The efficiency of driving measured in miles per dollar is better, but
that doesn't matter. Driving is up.

The narrow point, of course, is that in the electric area, that as
you keep adding this infrastructure, you get net more demand for
electricity. Yes, it drives efficiencies in oil and transportation; yes,
it drives efficiency, it controls lights better. But what we already
see happening is that the growth rate is still a growth. So that the
fundamental problem we had, and what | heard in this exchange
just now between Mr. Hakes and Mr. Romm, is measuring the
growth, in fact the reason we started our analysis.

Much of the energy discussion that is going on triggered by
Kyoto is locked in a historical way of looking at our energy econ-
omy and has not fully accommodated the profound structural
changes that the information age has brought. It specifically has
not accommodated the demand side of it. Not because it is going
to necessarily soar—I used the word “soar” because | believe that
is a big increase over what would have been claimed to be zero. But
for me, a growth equal to all the electricity of Central and South
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America, that is soaring. But | use that phrase to point out this
is an enormously important growth held against the desire to back
out the coal industry.

So the answer to the question is I am very confident in saying
that the wealth effect will keep driving electric growth, that I am
confident the telecom sector will be the recipient.

Mr. RyAN. Mr. Hakes.

Mr. Hakes. Well, | think motor vehicles are a very interesting
issue, because it is something we all deal with every day. Mr.
Romm was pointing out that he sees some tendency here of im-
proved intensity. We are still taking some pre-1988 vehicles off the
road which does create some efficiency gains. But the fact is that
new vehicles today are less efficient than ones from the early
1990's.

And what happened is we have had a lot of advanced tech-
nologies go into these vehicles, but we have had a lot of service re-
quirements added on to the vehicles and those seem to be offsetting
these new technologies. So where this is going to come from, it cer-
tainly is not showing up in the data at this point. The new vehicles
today are less efficient than the new vehicles in the early 1990's.

Mr. Romm. | this—I—the Internet can't affect the efficiency of
vehicles, but it can affect how they are used. EIA in October—ex-
cuse me, in November, acknowledged that there has been a break-
off in the historical relationship between economic growth and
transportation. It is very clear, although it is too early to say it is
a trend, because it is only 1 or 2 years data, that vehicle miles
traveled in the last 2 years have slowed noticeably.

I won't repeat all of the ways that the Internet economy in-
creases efficiency. 1 had the 30,000 word report on that subject.
Compared to traditional companies, Internet firms require less
square footage and under one-tenth of the building energy con-
sumption per dollar of sales; companies are using the Internet to
cut inventories 25 to 50 percent; and more or more firms like IBM
and AT&T are reducing square footage for their mobile workers be-
cause of the Internet. Some firms are even auctioning off empty
space on cargo trucks, I am sure you read about that, making the
freight system more efficient.

So | believe that we have only scratched the surface in under-
standing all of the ways that the Internet is making the economy
more efficient. But | put it to anyone else to explain what is going
on in the economy, if the Internet isn’'t playing a role in making
it more efficient.

Mr. RvyaN. Those are interesting anecdotes, and | wonder if they
encapsulate the whole picture. | was just wondering, you said 1 or
2 years of data doesn't indicate a trend in the automobile industry,
but it does in your chart here. | find that to be quite a contradic-
tion.

Mr. Romm. | think 3 years worth of data in the entire U.S. econ-
omy suggests something big is going on. We titled our report a sce-
nario, because | don’t think anyone can testify that they know ex-
actly what is going on. I mean | think we know enough to know
that Mr. Mills has to be wrong, and that Mr. Hakes'’s forecasts are
probably wrong. We have offered the best explanation for some-
thing big going on in the economy. I am not certain that—and we
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just want people to say gee, we better look at this because it is im-
portant.

Mr. RyaN. Well, | appreciate your candor.

Mr. HAkEs. His saying that I am probably wrong is the nicest
thing he has said all day.

Mr. RvaN. | will let Mr. Mills have the final say because of that
salvo.

Mr. MiLLs. Let me just end with a Lawrence Berkeley number
to put the whole thing into perspective. | agree that the Internet
drives efficiency. That is fine. But Lawrence Berkeley guys said
that the commercial sector’s use of computers: PCs, monitors, print-
ers collectively in 1995 was 50 billion kilowatt hours. That was
Lawrence Berkeley in 1995 for 1993 consumption of that whole
class, not just PCs. Seven Internet years ago. My study says that
that class of devices not just nor the Internet is up in the 300 to
400 billion kilowatt hour range. | would just submit to you that in
that 7 Internet years, | don't think it is obvious that I am obviously
wrong.

Mr. RYAN. Point taken.

Gentlemen, thank you very much for very interesting testimony.
This hearing is adjourned.

[Whereupon, at 12 noon, the subcommittee was adjourned.]

[Additional information submitted for the hearing record follows:]
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Preface

This study was catalyzed by a simple question posed by
Greening Earth Society President, Fred Palmer: “What

are the electricity implications of Intel’s vision?” Tntel’s

vision, featured in their current annual repore, is that
there will be one billion PCs (personal compurers) on the
World Wide Web in the near future. Seeking the answer
to this question has been enormously revealing. My
immediatc answer to Fred Palmer’s question was that a
billion networked computers will consume a whole lot of
kilowatt-hours. Perhaps this is obvious, but it turns our
that nailing down the answer to this question revealed
just how new the Internet industry is, and the paucity of
relevant data collection methods, sources, and even stan-

dards.

@ Gepyright 1
Hiills-l

rihy & Assecistes,

Many people were helpful in directing me to appro-
priate data and providing important insights. The goal of
this study, as the subtitle points out, is to explore in a
preliminary way the electricity demand implications of all
the kWh-consuming boxes that comprise the current and
future Internet.

This study uses conservative approximations based
on the best data and insights available, and within the
scope and intent of this preliminary review. While it is
clear that much more work can be and needs to be done
in assembling data for the purpose of estimating (and
forecasting) Internet electric demand, and in order to
support the growing challenge for high reliability on the
Interner, [ am confident that the results presented here
understate the true impact of the microprocessor and

Interner revolution on the electric industry.

Greeniny Eart




Executive Summary

Every measure of the Internet shows explosive growth in
numbers of users, number of Web sites, bandwidth, and
the billions of dollars in e-commerce. However, there is
onc measure thart has been absent from consideration
thus far—the quantity of clectricity needed to keep the
Net hot. Two decades ago, this merric, like all others for
the [nternet, didn’t marter. The number of computers
and microprocessor-based devices on the Internet was
counted in the thousands. Now there are at least 100
million.

Preliminary calculations reveal that the electricity
appetite of the equipment on the Internet by itself has
grown from essentially nothing ten years ago to 8% of
total U.S. electricity consumption today. In all likeli-
hood, the Internet is responsible for one-half to two-
thirds of all the growth in U.S. electricity demand in the
last decade.

This analysis finds that for every 2,000 Kbytes of

data moving on the Internet, the energy from a pound of

Electricity consumption of computers

1978 1988 1998

coal is needed to create the necessary kilowatt-hours.

When other uses of compurers are included (many of
which arc linked directly and indircetly to the Internct
economy), the share of all U.S. electricity consumed by
computer-based microprocessors jumps to 13%.

The turmoil of de-regulation and competition for
electric urilitics has generated a scramble for structure and
revenue in the emerging competitive era for electricity.
Underlying much of this activity is the implicit and often

explicit assumption that the business of providing clec-
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tricity is largely saturated, a holdover from the old indus-
trial age and out of place in the new info age.

Today, utilities and the orbit of regulators, experts
and consultants in the electric industry preoccupy them-
selves with brand, identity, merger and “stranded cost”
issues. Meanwhile, the Internet is building a tsunami of
old-fashioned electron demand the likes of which utilities
have not seen in half a century. All of this electric growth
comes from the avalanche of equipment essential to cre-
ate, access and operate the Internet.

Many are investing on the assumption that use of
microprocessors and the Internet in particular has just
begun. If so, then the implications for electric demand,
reliability and utility architecture portend nothing less
than a revolution. Every PC-type of microprocessor is
like a light bulb energized by 50 to 100 watts; but unlike
lights, many intcgrated circuits, are on all the time. In
addition, on the Internet, demand begets more demand.
The microprocessor and the Internet help explain why
great strides and billions of dollars invested in traditional
clectric efficiency have not flattened overall electric load
growth. Efﬁcicncy"gai‘ns in lighting, motors and refriger-
ation—the anchor products of the first clectric age—have
been more than offset by the electric needs of the prod-
ucts of this next info-electric age.

Lost in the rhetoric of the power of bits to transform
industries is a simple fact: every information technology
device has two connections—one to move bits, another
for power. Unlike the dominant stand-alone computers
of a decade ago, networked computers generate demand
for other devices. Every PC on the Internet is connected
to a myriad of other clectricity-consuming boxes in the
network. The worlds of power stations and desktops seem
far apart, but are connected by the power cord on the
back of every box, and the power of geometric growth.
The implications arc clear in the arithmetic of the growth

of PC use.
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There are already 50 million PCs in houscholds,
another 150 million computers in businesscs and 36 mil-
fion more being sold every year. Not only do the desk-
tops and the peripherals need electricity, but so do all the
other microprocessor-based boxes in the network that
push, amplify, transmit, receive, route and manage the
bits. There are millions of these boxes too. Not only is
electricity needed to operatc these boxes, but they are fab-
ricated by one of the most electric-intensive industries in
the country. The $50 billion/year semiconductor indus-
try is now cthe nation’s largest manufacturing sector, sur-
passing the auto parts sector in 1995,

Ar the worldwide level, this analysis shows that Intel’s
vision of ane billion PCs on the Internet represents a
global kilowatt-hour demand equal to the cntire output
of the U.S. electric grid. The magnitude of the appetite
of the Internet and informartion age for electricity has
powerful implications for those in industry and policy
makers. It now seems reasonable to forecast that in the
foreseeable future, certainly within two decades, 30 w0
50% of the nation’s electric supply will be required to
meet the direct and indirect needs of the Internet.

On twp of the sheer need for power, the very nature

of the Internet and information age creates an unprece-
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dented demand for reliability. Keeping a gigawact-based
network “up” 24hours per day, 7 days a week sets a new
standard for high power reliability. Asa consequence, the
architecture of the electric supply industry will be forced
to adapt to the demands of the Internet. Indeed, reliabil-
ity will take on an entirely new meaning for electric engi-
neers in the decade to come. Furthermore, issues pertain-
ing to electric price and supply, largely irrelevant two
decades ago, now assume a central importance for the
companies which comprise the networked part of the
cconomy.

While cnvironmentalists and utilities have been
standing on desks to screw in light bulbs that save 10
watts here and 50 watts there, the owners of the desks
have been plugging in PCs and peripherals that gobble
1,000 wates and more —~ and create an echo on the
Internet requiring still more power. The debate over
what sources of power we should encourage the market t
use, which dominates the clectric restructuring debare,
will be buried by the market’s info-age driven demand for
lots of power, cheap power and increasingly reliable
power. Over the next decade, issues like so-called “green”
power, will lose urgency in the face of the overwhelming
need for “smart” power tailored to meet the Internet

economy.
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At the turn of the last century, the development of the light
bulb and electric motor ignited an explosion in electric
demand. Myriad uses evolved for these two core electric
devices and together they shaped much of the 20th centu-
1v’s economy. The market’s appetite for lighting and all the
other devices that used cleceric mortors (industrial drive sys-
tems, pumps, refrigerators, air conditioners, etc.) was the
driving force creating an entirely new infrastructure, the
electric industry as we know it today.

As saturation was reached in new applications for the
electric devices of the first electric age, growth in clectricity
use began to slow and track general growth in the cconomy
and the number of buildings, people and related products.

Inevitably, technology progress began to substantially
improve the cfficiency of traditional electric devices—a trend
spurred on by the energy price shocks of the 1970s. The
drive for electric efficiency was accelerated by billions
invested in national and state programs to implement
“Demand Side Management.” For most of the last two
decades enormous utlity and government conservation pro-
grams have been devoted to reducing the growth in electric-
ity consumption. By its own accounting, the U.S.
Evironmental Protection Agency has thousands of business-
cs engaged in the “Creen Lights” programs where every par-
ticipating company has effected extensive retrofits in light-
ing to reduce demand. EPA claims “billions saved” in light-
ing costs. Similar success has been claimed in electric
motor programs. A new refrigerator uses 60% less electrici-
ty today than 20 years ago, air conditioning uses 33% less,
and freezers 70% less.'

There is no doubt that great strides in electric efficiency
were achieved over the past two decades, and especially over
the past decade. Successful market penetration of efficiency
measures should have, by all accounts, substantially
stemmed if not stopped clectricity demand growth. Indeed,
some enchusiastic forecasters were certain thart electric

growth had finally ended.

Introduction: Electric Trends

“Because saturation levels for most major
appliances are achieved, only minor increases in
electricity consumption [will] occur.”

— Energy Strategy, Union of Concerned
Scientists, 1980.

“We sce electricity demand ratcheting down-
The

long-run supply curve for electricity is as flar as the

ward over the medium and long term. ..

Kansas horizon.”
— Amory Lovins, interviewed in

Business Week, July 23, 1984.

Yet, as illustrated in Figure 1, the demand for elec-
tricity over the past 20 years continued to grow with the
booming economy, at a pace greater than the number of
houses, people and commercial buildings. Some of this
demand came from fuel switching — combustion-based
devices and manufacturing processes giving way to elec-
tric devices and processes such as electric stecl making,
clectric infrared paine drying, or laser welding, etc.

Nonetheless, the cantinued increase in demand was
puzzling against a backdrop of extensive cfforts to stifle
load growth. “Total demand rose by 750 billion kWh
from 1978 1o date, a growth of 65%. The resource
implications of this tend continue to frustrate those who
seck to reduce national energy use in gencral, and fossil
fuel use in particular. Coal has supplied 60% of all
growth in clectric supply, and still supplies 57% of all
electricity. Frustrated by the apparent failure to reduce
electric demand, the U.S. Department of Energy (DOE),
environmentalists and conservation advocates have pro-
posed that cfforts to improve efficiency be re-doubled.

It may be, however, that efficiency efforts have been
effective. Instead, the purative ‘problem’ may be that
load growth is coming from an entirely new area, the

information economy and its tools. The energy needs of
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the information economy are almost entirely met with
clectricity. As Figure 1 illustrates, it is clear from the
trends that the activiries and technologies added to the
economy over the past two decades are almost exclusively
clectricity-consuming, and furthermore have created a
demand for electricity that has more than offsct the sav-

ings achicved in efficiency programs.

Figure 1

Economic & Energy Trends 1978 - 1998
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Excludes transportation data: transportation is 99% oil-dominat-
ed; less than 0.1% of electricity is used in transportation. Thus
including transpartation energy use confuses and masks the eco-
nomic relationship between energy, electricity and the non-trans-
portation parts of the economy (industrial, commercial and resi-
dential sectors) which, in any casc, comprise 90% of the GDP.

Over the past two decades, U.S. industrial output has
increased 150%, and the commercial sector economic
output increased by 250%. Against this growth, efficien-
cy measures resulted in an absolute decline in the use of
combustion fuels (principally gas and oil). Vastly greater
efforts were devoted to improving electric efficiency over
that time period, but total electricity use still rose in both
sectors. Industrial use of combustible fuels declined by

half a Quad (a Quad is 1,000 trillion BTUs, and is equiv-

veight 1992, Gra
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alent to 170 million barrels of oil), while electric use rose
by over 2 Quads. In the commercial sector the use of
combustible fuels declined by over 1 Quad, and electrici-
ty use grew by 8 Quads. These transformations in energy
use are direct indicators of the transformations of equip-
ment used in the two major sectors of the U.S. economy.
(Similar trends also occurred in the residential sector.)?

Forecasters no longer expect significant growth in
electric use for lights, refrigerators, etc. for the next two
decades even as the number of conventional appliances
grows with the economy and population. But forecasters
(including this one) expect net electric demand to keep
rising anyway, just as it has for the past two decades. The
basis for current forecasts appears to be rooted in the fact
that the amount of electricity needed per dollar of GDP
continues to be stubbornly linked. If one forccasts a ris-
ing GIDP, one must also apparently forecast rising electric
use.

National electricity use rose 3.5% in 1998. Inan
cconomy where news is dominated by information tech-
nology companies with double digit growth rates, 3.5%
scems like a palury figure. However, this growth is on top
of the enormous base consumption of over three trillion
kWh per year. For example, it would rtake the total out-
put of all power plants in Taiwan to fuel last year’s growth
in U.S. demand. Continuing a 3.5% growth ratc would
nearly double rotal use in two decades. Whether such a
growth rate continues, and whar the related resource
implications for the electric industry might be, depends
entirely on what technologies have been driving clectric
demand in recent years. As we shall show, information
technologies in general, and recently the Internet in par-
ticular, are driving not only Wall Street and the GDP, but

also the nation’s kWh growth.
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The Dow Jones Industrial Average has been adopted as
the de facto reflection of the economy’s growth and
health.* An important issue for analysts and policy mak-
ers (and investors) is the extent to which basic technology
factors are responsible for driving growth, and the DJI
average. (See Figure 2.) For those in the energy supply
business, it is not possible to undertake reasonable plan-
ning and forecasting without understanding the driving

forces of economic growth.

Figure 2
The Dow Jones Industrial Average
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Analysts in practically every venue are writing about
the “new” or “informarion” economy as the engine of
growth. Any growing economy will drag along electric
demand, with more office buildings, more lights, more
homes, bigger homes, more appliances, etc. 1f the only
connection between the “new” economy and clectric
growth is this so-called second order effect, then there’s
not much of a story on the clectric supply side. Even as a
growing cconomy boosts electric usc, rising cfficiencies
will substantially offser any ner growth, leaving the elec-
tric sector of the future holding a place as a vital primary
commeadity, but in a passive and sccondary role.

However, careful examination of the fundamentals
makes it clear that the ‘old’ electric sector is not in its twi-

light years, but instcad has entered the beginning of a

3 Electricity, The Information
Economy & The Internet

renaissance that arises from a stealth revolution in electric
demand. The reasons are anchored in the same trends
that analysts believe are largely responsible for driving the
Dow and the economy.

The trends illustrated in Figure 3 contain the root
driving force of the “new” economy. The production of
the entire class of products and services broadly catego-
rized as “information technologies” has grown from
under $200 billion per year of revenues in 1978 to near
$1 trillion/year today, and is climbing fast.

The information technology industry encompasses
the telecommunications and the computer industry sec-
tors. (Excluded from these dara are revenues from other
micro-processor-based businesses associated with games
and ‘smart’ conventional cquipment. Also excluded are
revenues associated with e-commerce.) As Table 1 shows,
while U.S. telecom revenues have grown $244 billion
over the past two decades, the computer-related part of
the information economy has grown by almost twice as
much: a growth of $452 billion over the past two
decades. The revenues from computer equipment sales

alone exceed the growth in all telecom revenues.*

Figure 3: U.S. Information Technology Industry Revenues
1000

Targ

1998

Source: Information Technology Industry Council

The implications of this kind of growth go beyond
Wall Street. The digiral revolution is directly relevant to
the electricity business. Certainly, as a minimum, one

would expect that industrial and commercial activities
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entailing $1 trillion in revenues in an $8 trillion cconomy
would be responsible for a significant share of total U.S.
electricity consumption. This broad 1-to-8 ratio implies,
all other things being equal, that the information ccono-
my might consume at least 12.5% of all elecuricity sup-
ply. Bur that rado would only apply if the informarion
economy were as dependent on electricity as the economy
at large. As we shall sec, this is far from the case. The
information economy is more dependent on electricity

than the economy at large.

Table 1
Information Technology Industry Revenues (x$biltion)

Telecom Total 92 336 244
Equipment 3] 93 62
Services 61 243 182
Computers  Total 73 525 452
Equipment 56 301 245
Services 17 224 207

Source: Information Technology Industry Council

The Interner is widely believed to be the underlying
driving force behind the explosive growth in the overall
information economy. Certainly the astounding growth
in the computer industry, and the very recent ascronomi-
cal rise in the use of the Internet, have been responsible
for the lion’s share of the recent surge in “technology”
stocks and so-called dot-com companies. The growth of
the Internet is so recent and rapid that many of the
implications have yet to be understood or fully evaluated.

Two decades ago, the number of Web sites was
counted in the hundreds; a decade ago it was still a few
thousand. Today there are millions. (See Figure 4.)
While global activity is picking up rapidly, the majority
of the Web sites, traffic and equipment are in the United
States.* The U.S. share of the Internet is estimated to
range from 50% to 75%. The future will see the U.S.
share of total Web rtraffic and architecture shrink, but the
growth in the absolute size of the U.S. market shows no
signs of slowing.

The data shown in Figure 4 does not count, although

it is reflective of, the total amount of Web traffic in terms
of number of users, or in terms of the gigabytes of digiral
traffic. Both of these indicators are difficult to measure
and indeed are subject to enormous uncertainties.
Measuring Web traffic in terms of users is an infant
industry and fraught with confusion and misunderstand-
ing." User data are viral for advertisers and businesses in
order to attach financial value to Web usage. The most
recent data suggest that nearly 100 million people now
access the Internet, with 60 million classified as “active”.
(Nielsen/NetRatings) However, in order to evaluate the
electric implications, it is not the use of Net thar is a crit-

ical variable, but the equipment that is necded to access

and operate the network.

Figure 4: Total number of WWW sites

10000000
1000000
100000
10000
1000

100

10

1

2
4

jA_
/

—

1870

Total # WWWV sites

1980 1890 2000

Source: Hobbes’ Internet Timeline at www.isoc.com & [EEE
Spectrum

The kind of growth experienced over the past decade
in digital traffic, product manufacturing, start-up compa-
nies and corporate revenues, all defy the ability of busi-
ness writess to find new adjectives. All of this growth
points to more than increased traffic on wires, fibers and
the airwaves. It is a direct indication of dramatic increases
in the fabrication and use of thousands and millions of
devices, many of which did not even exist 20 years ago.
From a supply side perspective, the hidden story is the
extent to which electric demand is impacted by the furi-
ous pace of building and installing equipment to operate
all the products that comprise the Internet.

The implications of the Interner for the electric
industry are likely to reflect the Internet’s impact on the
telecom industry. The Internet has already dragged into

its vortex the architecture of the telecom industry. Not
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only is convergence underway at the corporate level in in two years. Will the transition from voice-dominared
terms of mergers, acquisitions and alliances, but at the to data-dominated traffic on telecom wire lines be emu-

functional level forecasts now show that data traffic which | lated by a shift from dumb electron to smart electron
was a fraction of a percent of total telecom traffic ten traffic on power lines?

years ago will account for 50% of all telecom traffic with-
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It is common to hear about electric companies with
telecommunications activities, with improved customer
billing or smart load control. Many have alliances to
roure and maintain telecom cables. Utilities collectively
own 17,000 route-miles of fiber optics and 40,000 route
miles of wire cables. Some arc leasing high-power trans-
mission towers to wireless telecom tower companies.
One has even transformed from a provider of hard power
into a purveyor of bits by selling all of its generating
assets and operating instead a national optical fiber infor-
mation backbone. Many, if not most, electric utilities
have telecommunications subsidiaries; rural cooperatives
have been in telecom for decades.

The connection between the new Internet industry
and the old kilowatt-hour industry begins with an obvi-

ous facl

Every picce of equipment that comprises the
information economy has two connections—one for bits,
and one for kilowatt-hours. Certainly designers of PCs,
Web servers and data routers know that their boxes must
be plugged into an outlet. But in the course of extensive
interviews and discussions with dozens of experts in
Internet-related companies, it was abundantly clear that
they had not considered the aggregate k'Wh impact of
their work. Understandably, just meeting the Internet’s
voracious appetite is a full-time job. Understandable.
The new age of electricity, which essentially began a
decade ago and is now only in its infancy, is being driven
by the electric appetite of microprocessors and integrated
circuits housed in the millions of different kinds of hoxes
that constitute the information age’s tools. Just as the use
of light bulbs and mortors drove electric demand at the
dawn of the last century, so too will electric demand
today follow the market’s appetite for info age devices.
Interestingly, the average light bulb has about the
same power requirement as the average integrated circuit.
‘T'here are a number of important differences between a

typical 60 watt light bulb and a 60 watt integrated circuit

The Kilowatt-hour Appetite of the Internet

(IC) that bear on the aggregate electric demand from info
age boxes. These characteristics, summarized below, illus-
trate why it is that every 60 wart IC in an info age box
can easily represent 1,000 watts or more of total demand.
*  Many integrated circuits supporting the Internet stay
turned on 24-by-7 {24 hours a day, 7 days a week).

As the retail and banking use of the Internet grows

for people expect that round-the-clock operation of

millions more microprocessors will come into play.

¢ While technology progress for light bulbs will result
in increasingly lower wattage, technology progress is
driving up the wattage of the average IC.

¢ While most light bulbs operate alone, an 1C operates
in a box connected to a large number of related
kWh-using devices and equipment both inside the
info box, and to other boxes on the desktop.

» A typical light bulb is a “stand alone” device; it pro-
duces no echo of demand except for minor, cooling
needs in the summer. Meanwhile, an 1C inside a PC
on the Interner creates the need for a myriad of other
PC-type devices in the network.

It is old news thar the proliferation of PCs in com-
mercial buildings has started to use measurable amounts
of electricity. The DOE undertook a survey of business
PC use in 1992 and then again in 1995. They found 30
million PCs in business usc in 1992, increasing to 43
million in 1995 — a rise of 13 million installed PCs in
just a few years.” They further estimared that all of these
PCs used about 98 billion kWh per year, or about 13%

of total commercial sector electric consumption. (This

was about 4% of total U.S. electric use in 1995.)
As significant as these results are, they are only the
tip of the iceberg, for a variety of reasons:
1. PC use in businesses continues to explode — indus-
try data shows that growth since 1995 likely exceeds

thar experienced in the three years prior to 1995.




2. PCs are used in many venues other than businesses

such as homes and schools.

3. There are many other types of computers in use

that are not classified as PCs, including so-called

“minis” and mainframes, not to mention an enor-

mous and growing array of PC-type devices.

4. Perhaps most importantly, once a PC is connected

to the Interner, the network drives demand for ocher

PC-type devices. A computer on a network is the

visible manifestation of many other devices in the

network. And networks are a primary driving force
increasing the demand, number and types of PCs
and PC-type devices.

Thus the electricity needs of the Internet itself, rather
than PCs in general, is not only more interesting but
more important to understand. The Internet not only
plays a central role in driving PC use, but the unique
character of the Interner presents additional implications
regarding power use; keeping a network “up” is much
more challenging than keeping a group of discrete devices
“up”. For conventional clectric devices and appliances,
determining aggregate electric demand is relatively
straightforward. The situation with the Internet is quite
unlike its historic analog.

During the growth of the first electric age, companies
like GE and Westinghouse were not only building the
electricity-using ‘boxes’ and devices that consumers and
businesses purchased, but they were also intimatcly
involved with the electric supply industry. Indeed, at the
dawn of the first electric age, companies were engaged in
the entire elecrric food chain, from making light bulbs,
electric motors, or electric trolleys, to making the distrib-
ution system, as well as the power plants. (The now
three-quarter century old Public Utilitics Flolding
Company Act, which broke up the vertically incegrated
monopolies, is on the table in Congress for repeal.)

Today, there is no business structure analogous to the
first electric age. Even though the boxes manufactured
by the likes of Intel, Amdal, IBM, Cisco or Compagq are
primary engines of electric growth, such companies have

little interest or involvement in the clectric infrastructure.®
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Instead they are pre-occupied with the challenges present-
ed by the chaotic growth and fierce comperitive pressures
of the Internet industry.

Whether they provide microprocessors, PCs, routers,
Internet Service, or data networks, manufacturers are
focused on the enormous challenge of meeting the mil-
lion-fold growth in Internet traffic. From an electric sup-
ply perspective, all of this activity has resulted in an
unprecedented number of “boxes” being plugged in that
need power, boxes that never before existed — indeed
most didn’t exist five or ten years ago — and thar consti-
tute a unique new form of electric demand.

The range of devices and appliances that erploy
integrated circuits has increased so rapidly that data
tracking systems put in place in the early 1980s have not
adapred to the market. For example, data tracking the
total inventory of computers includes so-called micros
(largely PCs), minis, and mainframes. But the data series
do not include Web TVs (which are essentially PCs), the
entire range of information appliances (many of which
are also small PCs), or home game systems (which are
increasingly a new class of computer with the newest
offering Internet access).” These few examples already
number in the millions of units manufactured and
installed. Also excluded from the data tracking are
routers, which are microprocessor-based devices used to
route traffic on net\%/orks, especially the Interner. Router
sales a decade ago were practically non-existent. The
router market is now, by itsclf, a multi-billion dollar
industry. In 1998, there were over two million routers
shipped globally, and almost one million in the U.S.
alonc.”

Figure 5 contains the essence of the entire electric
story for the Internet. The total number of compurers
installed in the United States has grown from just over
two million in 1978 to ncarly 200 million today. The
number of those computers dedicated to feeding bits
into, routing birs around, and drawing birs off the
Internet has exploded from a few thousand a decade ago

o at least 100 million today.
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It almost doesn't matter what assumptions are made
about the individual electric needs of that many kilowart-
hour-consuming boxes. With 100 million and growing,
and many (scon a majority), operating 24 hours-a-day, 7
days-a-week (“24 by 7” in Internet parlance), the aggre-

gate electric demand has to be substantial.

Figure 5 : Growth in the use of computers overall & those dedicat-
ed to the Internet

Total U.S. Computer Installations
200

1988 1998

Source: Information Technology Industry Council & MM&A Inc
{Note: The top line “all computers” does not include such micro-
processor-hased devices as routers. The “Internet only” line
includes routers. The total router universe of over 2 million
machines installed, while significant, does not change the general
relations illustrated. Furthermore, the router market was only in the
tens of thousands a decade ago.
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Estimating Kilowatt-hour Demand

In principle, calculating the aggregaic clectric appetite of
the Internet involves only two steps:

*  Estimating the total number of boxes on the

Internet, and
*  Estimating the average annual kWh use for a typical

IC-based box.

There is no single daca source that tracks the number
of devices or boxes installed in the architecture of the
Internet. Nonetheless, it is possible to make a reasonable
approximation of the Internet universe using a variety of
sotLrces.

In simplistic terms, there are four distinct categories
of boxes using electricity and which, in effect, comprise
the architecture of the Internet.

1. The devices that consumers and businesses use to

access the Interner, this is currently dominated by

PCs.

2. The devices that make the Internet possible:

routers, amplifiers, transmiteers, switches, etc,

3. The devices that are used to feed information into
the Internet — the Web servers and compurers that
arc the heart of so-called “dot-com” companies, retail
Web pages, educational sites, corporate sites, etc.

4. The companies (factories) that manufacture all of

the above.

The focus of this analysis is on electric consumption
in the United States (and only on those devices on the
Internet). The global implications of Internet electric use
are also interesting, and will be increasingly so, but the
U.S. is the source of the primary traffic and equipment
use on the Internet today. And, in any case, che first level
of interest in chis question is driven by the resource
implications for U.S. policy makers and energy supply
companies.

The methodology used here leads to an estimate of
the total amount of hardware on the Internet in 1998.
This figure can be used to extrapolarte, backward, the
growth in the Interner architecture. A rime-line can be
assembled thar reasonable cchoes the growth rate in digi-

tal traffic on the Internet.

End-use devices — accessing the Internet

PCs constitute the primary end-use devices, the hardware
people use to access the Internet. Not only has the
declining price of PCs been driving the growth of this
industry, but so too has the growing valuc of the Internet.
Not even a decade ago, it was a rare household with a
PC. The share of households with PCs now exceeds
50%, representing over 50 million residential PCs. Of
those, the estimated number “on-line” ranges from 15
million up. Money magazine estimates thar ac least 5 mil-
lion people use the Internet for investment alone.
Furthermore, there are already (according to Intel) over
17 million homes with two or more PCs, and there will
be 28 million with mulriple PCs in five years. This
explains the driving force behind Intel’s recent introduc-
tion of yet another microprocessor-based box; the casy-
to-use home (or small business) networking system to

link multiple PCs and peripherals.
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PCs are also proliferating in the business environ-
ment, as noted earlier. The most recent Energy
Informacion Administration survey found 43 million PCs
in business in 1995 (split almost equally between large
and small businesses). Given annual sales figures of 36
million units per year, of which only half go into con-
sumer markets, there is no doubt that the current busi-
ness inventory is dramatically higher, even accounting for
replacement and atrition.

The typical PC on a desktop is rarely a solo, or
stand-alone device, especially in homes. In addition to
the PC and the monitor, one finds an array of devices
including printers, scanners, drives, modems and so on.
The aggregate peak electric needs of the collection of
devices can exceed 1,000 Warts, sometimes even 2,000
Watts.

In order to calculate the typical annual electric needs
of a PC. connected to the Internet, we assume that the
PC and its peripherals are only on when the Internet is
being accessed. This clearly understates actual electric use
since it is a rare user who cxecutes a full shurdown of all
systems at the end of every session. Indeed, the evidence
increasingly points to virtually continual operation.
According to recent surveys by Forrestor Research, the
average time on-line for home users is 12.1 hours per
week.

The combination of the above facts yields something
on the order of 1,000 kWh per year per home PC access-
ing the Internet. For PCs used in designated “home
offices,” we assume twice the Internet utilization — 20
hours per week. Presumably home office workers are
telecommurers, enabled by the Internet. PCs in office
buildings using the Internet are assumed to be on line
only as often as those at home, 12 hours per week. And
finally, it is assumed for electric calculation purposes, that
office PCs are also turned completely off when the
Internet is not being accessed. All of these assumptions

significantly underestimare actual use.

A note on non-PC Internet connectivity

There arc many other ways to access the Internet, and

analysts believe that the non-PC or “information appli-
ance” access of the Internet will shortly dominate the
market. There are several million people already using a
Web-TV, part of the growing category called Internet
appliances. Then, too, one increasingly sces the emer-
gance of new or enhanced devices ranging from GE’s
Internet microwave oven, Electrolux’s Internet refrigera-
tor, [nternet—enabled vending machines, and an cnor-
mous category of Internet-linked manufacturing equip-
ment. Finally, there are Internet-enabled telephones
(both wireless and wired), and PDA’s (personal digital
assistants) of which the Palm Pilot™ has been the most
successful.

Tt would be reasonable to include the electricity con-
suming aspects of all of the above devices, including the
kWh for manufacturing the devices and the disposable
batteries, as well as the electricity for recharging batteries.
With product volumes already in the tens of millions, the
numbers may well be significant. But current dara sug-
gest that PCs are the dominant portal to the Internet.
Thus, this analysis does not include any of the electricity
used by any of the non-PC Internet access devices. This
is, however, a category that will be critical for forecasting

purposes.

Network devices — enabling the Internet

It takes kilowatt»hours‘ to transport digital bits around,
just as it takes gasoline to move books. While the effi-
ciency of transporting bits is higher than transporting
paper, the quantity of bits moved and the growth rates
are astronomically greater.

The Internet is, by definition, a network. The net-
work is not a mass of dumb wires, cables and oprical
fibers. Rather the network is an enormously complex,
somc say “organic,” array of devices and communications
media that permit the efficient flow of literally thousands
of gigabytes of data cach month. An indication of the
growth in the network is evident in all aspects of the
communications industry.

A decade ago, voice traffic comprised 99% of the

wire line network for telephones. Data traffic reached
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20% of the conventional telecommunications network
only three years ago, according to Dataquest. By the year
2000, data traffic will consume 50% of the conventional
telecom network, and will likely consume 70% of the
network three years later. The companies chat manufac-
ture the switches, and routers in particular, that move
data traffic have grown from licerally non-existent a
decade ago to multi-billion dollar firms in the past half-
decade.

From an electric consumption perspective, there has
been an unprecedented proliferation in devices to man-
age, move, route, store, protect and amplify data. In
addition to the growth, the movement and management
of dara enrails an order of magnitude, or more, increase
in power requirements for each box compared to the
equipment needed to manage and route old-fashioned
voice-only traffic. Thus, not only has the quantity of
traffic on networks increased, but also its character has
changed from low-bandwidth low-power voice traffic, to
high-bandwidth high-power data traffic.

There are three general areas of the network: tele-
phone wires, cables, and wireless. For the purposes of
this preliminary analysis, and to continue with the goal of
conservatively estimating the actual total electric impacts,
we considered the electric use of only two broad cate-
gories of network devices:

a) The major telecom data switches (so-called central

offices) devoted to data traffic.

b) The primary data routers used in wide array net-

works and the Internet.

Omitted from the calculation are the kilowatt-hours
associated with cable modems, cable amplifiers, nodes
and hubs, digital switches and relared peripheral devices.
Also omitred are the parts of the cellular and digiral wire-
less nerworks that are used for Internet traffic and thus
the amplifiers and rclated equipment to receive, fileer,
route and broadcast wireless dara. As traffic volume rises,
new types of equipment are needed to eliminate noise,
ensuring data integrity and clarity. An entirely new class
of devices has emerged, for example, cryogenically-cooled

superconductor-based filters for use at digical wircless

base stations.” These sources of electric demand will
become significant in the future as wireless traffic contin-
ues to grow.

As the use of wireless devices to access the Internet
grows, one expects to see the geographic reach of the
wireless nodes shrink into ever smaller cells. Smaller cells
will increase the number of total devices. Cells will
shrink down to wireless networks in offices where each
cell encompasses hundreds of feet at most, linked to other
cells covering a thousand feet, and so on. The total num-
ber of wireless nodes will explode into the hundreds of
thousands, even millions - all requiring electrical power.

When it comes to moving the gigabits of data on the
Interncr and in wide area networks, Cisco is the big play-
er in the router marker. An estimated 80% of the traffic
on the Internet moves through Cisco routes. The Cisco
7500 series can handle 400 Mbs of Web traffic and their
next generation Cisco 12000 series will handle 2.5 Gbs
of traffic. While the power demands of both devices are
essentially the same (more bits per kilowatt-hour), the
Internet’s appetite for data traffic makes the only relevant
dara set the total number of routers installed on the sys-
tem. In the case of the average electric load for routers,
the analysis uses 0.5 kW and 1 kW as the baseline for
two broad (simplistic) classes of routers. Note thar the
backbone routers cited above are 1.5 kW machines. Ttis
assumed that routers (‘)pera[e 24-by-7.

Only three years ago, there were fewer than 300,000
routers per year shipped into the North American mar-
ket. The market excceds one million rourers this year
and is forecast by Dataquest to exceed two million per
year by 2002. While these are very big numbers from an
architecture and electric use perspective, from a fiscal per-
spective it s easy to see why investors arc fascinared with
router companics like Cisco, Cablerron, Nortel and oth-
ers. They are part of a $4 billion/year equipment market
now, and will break $6 billion/year in a few years even as

the average cost per router keeps dropping.™
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Devices for the Internet’s Information Senrce —
supplying the Internet

In addition to creating new demand for electricity, the
Internet is creating a new nomenclature in the English
language. “You've got mail,” is already iconic, AOL
reporis that their system “lights up” afier school when
kids go on-line to chat and check e-mail. Behind the
scencs of the informarion providers is an entirely new
class of devices with new nomendlature too. The servers,
computers, modem, routers, switches, back-up devices
and Internet Service Providers have created the notion of
a “Web farm.” A Web farm uilizes hundreds of servers
in a complex network designed to handle the gigabits of
o

and even {in the case of major dot-com companies) main-

ng information, often along with minicomputers

frames. A big “farm” with its infrastructure can reach
irto the megawatt level of power. The new info woild
will see thousands of these farms,

The laternet’s driving force is the ease with which
irformation can be obrained and business transacred.
This means of course that there must be a provider of
such information. The Web pages and so-called “dot-
com” companies comprise the information input into the
Internet. The kinds of information sources range from
the trivial {personal Web pages) to the monumental
{Amazon.com, Schwab and the Library of Congress). All
of them have in common the need for servers to host and
house the informarion and serve the requests coming in
from the Internet.

Feeding the system ar the low-cost end are “server
appliances” which are forecast 1o be 19% of the server
marker in three years. Current shipments of server appli-
ances are $500 million per year — forecast to be $13 bil-
lion/yr by 2002. At an average of $2000 per machine,
this yields a current market cxpansion race of 250,000
machines per year, reaching 6 million per year by 2002 —
and rhat’s for 19% of the marker. Note thar the rotal
number of Web sites, which has grown exponentially,
reflects, but is not the same as, the number of boxes serv-
ing as the home for the site. There can be many small

sites per server.

As the dot-com competition heats up and main-
stream retailers enter the digital age, the recent model of
Barnes & Noble following Amazon is increasingly rypical.
In addition, traditional companies from American
Express, to Federal Express, banks, insurers and manufac-
turers, increasingly move traffic into the digital age with
their own main-frames and superservers. Charles Schwab,
with the world’s most active encrypred Web site, has just
installed its third mainframe. Many will follow Schwab
and others.

At the “heavy iron” end of the server market, one
bellwether for Internet-driven demand for computing
power to feed the Net is mainframe sales figures. First,
despite the common myth that PCs put mainframes out
of husiness, there are 60,000 more mainframes in the
U.S. today compared to ten years ago. Second, with the
current need for processing power to handle millions of
“hits”, the sale of mainframes has hit a new renaissance.
Last year, when IBM brought its $/390 mainframe com-
puter inte the market, they sold 1,000 in the first 100
days.’" Thesc beasts ran $1 million to $3 million each
and, with infrastructure, can consume a megawart, 1BM
has just announced its latest mainframe, which in reflec-
tion of the market demand, is named the $/390 Parallel
Enterprise Server™ It’s goal, according o IBM, is to pro-
vide “the capacity, bandwidth, and flexibility that cus-
tomers need to run an integrated c-business.”

Tn order to arrive at a preliminary estimate of the
total electric demand for the server side of the business,
we divided the market (again simplistically) into two car-
egories: major “dot-cord” companies with superservers,
and everybody else using relatively small server appli-
ances. Here again, conservative assumptions were used
regarding average demand for each site. But all of the

sites were assumed 0 be up aud running 24-by-7,

Manufacturing all of the above devices — building the
Internet

The business of manufacturing the boxes that fit into the
three categorics is, by itself, one of the major electricity

consuming parts of the economy. It is reasonable to
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assign the electricity requirements of this industry to the
share of all boxes manufactured for the Internet.
According to Forrester Research, over 80% of all comput-
crs now fabricated for the consumer market go onto the
Internet.

There are over 36 million PC-type boxes shipped
cach year in the United States.”” Manufacturing inregrat-
ed circuits, and all the related microprocessors and
devices, is one of the most electric intensive industries in
the nation. It takes about 9 kilowatt-hours per square

' Fabrication and

inch to make an integrated circuit.
shipment of microprocessors numbers in the hundreds of
billions per year. Perhaps not surprisingly, the semicon-
ductor industry is now the largest manufacruring industry
in the United States, surpassing motor vehicle parts and
accessories in 1994, Only a decade ago, the semiconduc-
tor industry was the 17th largest U.S. industry.”

The microprocessor fabrication plants, so-called “fab”
plants, number in the several hundreds in the U.S. Each
represents an electric load in the 10 to 15 MW range,
rivaling the scale and clectric intensity of a steel mill.
Already, fab plants alone require nearly 10 billion kWh of
electricity per year.™® This demand approaches 0.5% of
all U.S. electricity production. When the balance of the
industry directly linked to fab plants is included, the
amount of electricity allocated to fabricating integrated
circuits and microprocessors alone (without regard to the
rest of the boxes) approaches 1% of the total U.S supply.

The fab plants are supplied and supported by an
entirely new infrastructure industry — the semiconductor
equipment and materials industries (with their own trade
association, SEMI). North American production of
equipment to supply the hardware that makes fab plants
work is over $15 billion now, up from $5.3 billion in
1993. The materials supply side for fab plants is an
industry that is over $8 billion in the U.S. alone (special-
ty gases, chemicals, erc.). And the software and services
devoted exclusively to supporting fab plants make up 2
$14 billion industry, balf of which is in the U.S."

Considering the above facts, it makes sense chat the
amount of clectricity used to make a single PC is abour

@ Conyris
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2,300 kWh, according to a study by the Microelectronics
For

and Computer Technology Corporation in 1993,
the purposes of this analysis, we used an average figure of
1,500 kWh to fabricate a PC in order to allow for some
improvements in manufacturing efficiency since 1993.
Furthermore, we assumed that the same amount of elec-
tricity is needed to make all devices on the Internet,
including the larger routers and multiple processor
devices (undoubtedly an underestimate of actual fabrica-
tion energy costs). Only devices fabricated for use on the
Internet are counted i.e., stand-alone PCs and similar
devices are not counted. These assumptions will serve to
underestimate the toral electricity allocated each year to

manufacturing boxes to feed the growing Interner.

Summary Table: 1998 Electricity Use for the Internet
The following table summarizes the results of the research
and calculations used to estimate the approximate total
clectric requirements to power the Internet. As explained
above, only major classes of devices have been included in
this preliminary analysis. Excluded are PCs for non-
Internet use, Internet appliances such as Web TVs, most
telecom equipment, as well as the entire class of data
switches used in networks. We did include the proportion
of telecom central office switches devoted to data traffic.
The derailed assumprions and data sources for these cal-
culations are conrained in the extended table at the end
of this document.

The estimated total amount of electricity required by
the Internet is compared, at the bettom of the rable, to
the nation’s toral clectricity for all purposes and to the
total growth in U.S. electricity supply.

The results show that the approximately 100 million
boxes on the Internet consume 8% of the total U.S. elec-
tric supply. (Note again that this does not counc all other
uses for computers.) This is more electricity than is con-
sumed by the entire metal processing industry (including
steel and aluminum), or more than is used collectively by
all industries involved in the chemical, petroleum and
paper production. By itself, the Interncr is already one of

the biggest, albeit widely dispersed, parts of the electric-
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consuming infrastructure of the ULS. economy. Unlike
other sectans of the economy, the infrastrucrure of the
Internet is growing monchly at double-digit rares.

A reasonable “sanity” check of this estimare is avail-
able in the 1995 repost from the U.S. Deparmment of
Energy’s Energy Information Administration survey of
PCouse in commereial bulldings.® Commercial buildings

will under represent the rotal universe of Internce-relered
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in commercial buildings. Nonetheless, the EIA survey

should provide a value that would be in the same order of

magnitude,

According o the EIA survey, the 43 million PCs in
commercial buildings used 98 billion kWb in 1995, or

about 2.2 billion kWh per million PCs. This analysis

finds an Inrernet universe at the end of 1998 of abour

100 million PC-type devices using 290 billion kWh, or

Table 2: Summary of analysis,
Mote: The table includes valy devices usec on the laternet. PCs for other uses and other types of information appfiances ic.g., WebTV) are
not counted, For details, see section 7.

Electricihty in

.
Manufacturing the integrated circuits

29
manufacturing and all related components for PCs,
routers, sepvers, {Only for WWW)
User boxes i7 25 PCs used in homes & businesscs.
Routing boxes H 2 Devices used to route dasa twaffic,
Supply boxes 2 2 Servers for sites & dot-com compe-
nigs.

Using boxes to 81 million 75 Operating PCs in business & homes

access the Net for accessing the Toternet.
Home 41 31 PCs @t home office & home offices.
Office 40 44 PCs in offices; includes some WAN.

Boxes feeding 4 million 124 Hosts & dot-com companies using

info inte Net * sgrvers, server appliances.

Boxes moving birs 3 million 67 Using routers & 40% of

on Net elecom central offices.

TQTAL 108 million 295

Growth in Internet KWh 283 kwh 1988 - 1998

Growth in torl U.S, clectric 700 kwh 1988 - 1998

Interner share of all growth in kWh 40% 1988 - 1998

fnrernet share of ALL ULS, k'Wh 8% U.S. 3,300 biltion KWh total,

computers (as a sesult, home PCs and most routers and
telared switching devices won't be counted). In additon,
a 1993 survey will account for substantially fewer com-
v. The growth from 1992 0 1995

in the EIA survey was from

puters than exist tad

30 mitlion o 43 million PCs

abour 2.9 billion kWh per million PCs. The close corre-

spondence between these two surveys makes sense when
one considers the higher duty cycles for the Interner com
pared to many office compurers (many Internet devices

run 24-by-7). The higher resules for this analysis are also




consistent with our inclusion of the cleetric requirements
to fabricate (not just operate) the PCs.

Finally, as a further check on the 100 million
Internet devices derived here, the total universe of all
computers in the U.S. inventory at the end of 1998 was
just over 200 million. Given the growth in Internet use
and the fact that the total U.S. inventory was 80 million
computers in 1993, the general results obtained here
appear reasonable in terms of total allocation to the
[nternet.

"The resules derived in this analysis suggest an overall
approximate relationship of 3,000 kWh/year per PC-type
of device on the Internet. This result is consistent with
the general proposition that an average PC-type device
requires about a kilowatt (this would include relevent
desktop and network peripherals) and operates on average
(across all types of devices) 3,000 hours per year. The
3,000 hours per year is the rough average of the 650
hours a year typical for a home PC on the Internet, com-
pared to the 8,760 hours per year for a 24-by-7 Internet
routing or scrving device.

T'he fact that hundreds of millions of microproces-
sors in over 100 million boxes would consume so much
clectricity makes sense. However, the growth is so recent
and so rapid that the result is surprising. Journalists visit
supercomputer centers and wax poetic about at the thou-
sands of parallel processors and memory devices used to
provide a thousand-fold power over a desktop machine.
They only note the need for a dedicated several-megawatt
power source to power and cool such info beasts. But
thousands of processors take the same power whether sit-
ting in parallel with each other in the same box (a super-
computer) or linked in parallel and distributed across
America in thousands of boxes in many homes and busi-
nesses.

As revealing as these conclusions are regarding the
current total electric appetite of the Interner, it is cqually
important to gain a picture of the growth rate of the
Internet’s kilowatt-hour demand. The wend will reveal
much abour the near future, with potentially important

implications for electric supply, price and reliability.
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Historic growth in Internet electric use

The 1998 estimated electricity consumption and total
[nternet box count can be used as a benchmark to extrap-
olate backward in time to reveal the growth in the
Internet’s use of devices and kilowatt-hours. The key to
this reverse extrapolation is a reliable historic record of
Interner-connecred devices. Much of the historic data for
the Internet is inaccurate and inconsistent. The number
of users is determined by still relatively unreliable surveys,
most of which only go back a few years at most. The
number of Web sites and domain names is interesting
and broadly indicative of the traffic on the Internet in
commercial terms or data bandwidth terms, bur it is not
a useful metric for counting hardwarc on the Tnternet.
Multiple Web sites and domain names can be located on
individual servers.

The most reliable single, hardware-based indicator of
Internert activity in terms of specific pieces of hardware
connected to the network is the tracking of total number
of “hosts.”* A host is a specific computer with a regis-
tered “ip address.” "T'he total number of hosts has been
accurately tracked since 1969 when there were four host
computers. In 1979 there were 188. By 1989 there were
80,000. Ar the end of 1998 there were over 40 million.
Since the universe of hosts includes the World Wide
Web, we have allocated 70% of the hosts to the U.S.
market. The year-end 1998 benchmark of 30 million
hosts on the Interner, compared to a total universe of 100
million PC-related devices, provides a ratio of total
Internet devices to hosts. This ratio can be used to
approximate the historic growth of Internet devices by
using historic host data.

Figure 6 plots the historic record of total number of
host computers in the U.S. on the Internet. The ratio
derived from this study for the 1998 year-end status,
about 3 total Internet devices per host computer, is also
plotted, and is shown as the line for “All Internet

Boxes.




Figure 6: Growth in the hogt computers & inferred tntal Internet
devices
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Timeline, & MM&A Inc

The relationship developed in Figure 6 can then be inte-
grated with another relatively reliable data series — the
total universe of installed computers. Note again that the
data for “al” computers does pot count devices such as
routers, which are included in the Internet count. This
omission on the part of the data collection source is a
result of the fact that rourers were a virrually non-existent
device compared 1o computers and PCs 2 decade ago.
The annual growth in the inventory of routers in the
U.S. has increased from 300,000 added in 1995 1o one
miltion added last year. Thus, the "al’” computer series
somewhat understates the current total inventory on the
order of several inillion boxes. The crror would not be
visible on this data series several years ago, and is only rel-
evant to forward, not reverse, extrapolations.

Figure 7 plots the total derived inventory of all
Internet computers with the total inventory of ALL com-
putess. Since the Internet is widely credived as the prima-
ry driving force for the growth and use in computers over
the past five years or so, the relationship shown in Figure
10 makes sense. In fact, average annual shipments of all
computers in the late 1980s and through 1991 ranged

from 9 1o 10 million units per year. Annual shipmenes

started rising exponentially in 1992, reaching 23 million
in 1995 and 36 million last year. In shorr, the Interner is

the primary force pushing up the toral inventory:
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Figure 7: Growth in total Infernet devices & ALL comgputars
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In order w illustrate the historie growth in elcerricity
used by compurers on the Interner in particular, we apply
the average electric use per million computers used on the
Internet for each year. Figure & ithustraccs this trend in
Tnrerner eloctriciey use, and further compares it to the use
of electricity by all computers {incdluding those on the
Interner).

The electricity consumption of non-Internet comput-
eis is derived from the inventory data of the Informadon
Technolegy Industry Council, with relevant annual elec-
oric use assigned to the three broad categories of comput-
exs in the data set: micres (includes PCs), minis, and

roainframes. {See Table 3.)

Figure 8: Compuier share of all KWh used: Al computers &
Interret cnly™

13 Eectricity consumption of computers

1988

1978 1993

Estimated annual eleciric consurmption for U.S. computers using
arsual iwentory froms 171 Data Book, and the following assumptions
for each device type: 90% micros run 4hv/day 300 days @ MW incll
peripherals, 10% run 24-7; 83% of mini's 4hr/dey and 20% 24-7 @
avg. 3 kW; malnframes, all 24-7 @ avg. 10 kW, Total and compared
to tota! amnual U8, KWh use from DOE/ETA Annual Energy Review.
Nole the approximations used here yield & 1995 result of 8% of all
U.S. kWh for total (nventory of 113 milfion computers; DOE/EIA
1995 survey of computers in commercial building (i.e. not total uni-
verse) found 43 miltion consuming 4% of national electric supply.
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Table 3: Growth and inventory of computers in the U.S.

Ships Install Ships Install Ships Install Ships Install
1989 8,700 42,000 8,500 40,200 228 1,550 12 97
1998 36,000 190,000 35,000 170,000 265 3,200 12 160

Source: Information Technology Industry Council

Micros are classified as computers costing $1,000 to $24,999 (although the lower end dominates this category), minis from $25,000 to

$349,999, and mainframes over $350,000.

Bits/kWh: The Fuel Economy of the Internet
Having derived a reasonable approximation of the roral
quantity of electricity required by the U.S. Interner, it
should be possible to calculate, very roughly, the “fuel
economy” of the Internet — in other words, the amount
of electricity needed per Kilobyte of data moved on the
network.

There is a common misperception that the digital
age, cyberspace, is free of the constraints of the physical
world: bits replacing atoms, in the language of Nicholas
Negroponte, MIT’s digital sage. To be sure, bits do
replace atoms — the use of e-mail instead of physical
(“snail”) mail, teleconferencing instead of flying are the
two examples. There are many more.

However, it is a mistake to believe that the bits are
somehow free. As this analysis has shown, the laws of
physics apply to ¢lectrons on the Internet just as they do
everywhere clse. It takes a lot of power to make and
energize an electric infrastructure of the magnitude of the
Internet. A total annual consumption of nearly 300 bil-
lion kilowartt-hours requires a substantial amount of fuel
to be consumed. This power requirement exceeds the
total electric output of Traly. This is not the kind of
power you can get from solar cells or handheld calcula-
tors.

On the U.S. electric grid, which is 56% coal-fired,
nearly a billion tons of coal is consumed ~ thus the

Interner’s share of fuel use is on the order of 70 million

tons per year of coal alone. (The balance of the current
electric fuel mix is about 20% nuclear, 10% natural gas,
10% hydro, 5% oil and the rest miscellaneous. Renewables
such as geothermal, wind, solar, etc., total under 0.1%.

The amount of fuel needed to create, maintain,
access and operate the Internet can be reduced to very
basic terms if we know the amount of traffic on the Net
in bytes per year. This number is notoriously difficult to
nail down because of its inherent complexity and the
rapid growth in traffic. However, telecom sage George
Gilder has estimared chat rotal Web traffic grew from 30
terabytes per month at the time of the Internet’s privati-
zation in 1995, to four petabytes (15 zeros) per month in
mid 1998. Traffic is estimared to be growing at roughly
10 fold per year, which would yield total 1998 traffic of
something like 500 petabytes. The 300 billion kWh used
in 1998 to move all those bytes provides for about 1,700
Kbytes per kWh.

To put this in more familiar terms, moving about

two Megabytes on the Net uses:
*  The same amount of energy as running a 50 W light

bulb for 10 hours.
*  The amount of energy released by burning a pound

of coal.

So roughly speaking, when a book is ordered from
Amazon.com or an M3 music file is downloaded, some-
where in America half a pound of coal is burned to make

the hard power to cnergize those soft bits.”
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Anyone on the utility front lines interacting with business
customers has noticed the growing demand for reliability.
The trend has jest begun a predictable ramp-up and is
driven almost entirely by the information age and the
Internet in particular. Tt used to be that urilities couid
count on customers acknowledging the remarkable level
of reliability achicved o delivering power over thousands
of miles of exposed wires and all the complex clectrical
engineering problems that attend thereta. But that is no
more, and not because reliability s lower. Instead, the
“new” economy is demarding ever higher levels of relia-
bility. In effecr, a significant and rising share of the elec-
tric supply system must now emulate the reliability
demands of 2 communications system. As engineers in
both communities know, this is a quantum change.

The relephone system and traditional telecommuni-
cations industry have achieved a level of reliability
wnmatched in smistical terms by any other indusuial
activity. The ‘old’ telephone system had a distinee advan-
tage over the electric system (and the Internet) in werms

v; the bandwidth and associated

of achicving reliabili
power requirements for moving voice traffic is very low
and can be effectively protected from power ourages by

using batteries {albeir, in some cases, fairly extensive batr-

rery arrays). However, you cannot back-up megawates

and

gigawatts with barteries. The architecture of the
Inteenet, and the magnicude of the bandwidth and traffic,
have driven the power needs in digital communications
to entirely new levels, levels more typical of electric power

systems than of relecommunication s

ating new

788,
and unique demands for power quality and reliability.
Recogaizing this new universe, Ericsson recently -
tiated a study group to explore the implications of pro-
viding reliable power sources for digital eraffic as the wra-
dirional relecom system converts to handling data primar-
ily: instead of voice rraffic.® Ericsson, in fact, produces

their own line of battery-back-up and diesel generator

Architectural Implications of the Internet:
A New Etectric Reliability Paradigm

systers for data network system reliability. In a similar
vein, the conversion of traditional telephone traffic to the
data-based Internet, and ro cable-based Interner services,
also brings enormeus new challenges for power reliahility.
The fiest public indications of this concern are just now
being voiced. Accerding to Milo Medin, CTO for
@Home {soon to be part of AT&T):

“OF course, to gunrantee fault-proof phone service,
4 £ )

the (digital) network abo needs robust, veliable

pawer, So we may put i new generators o other

power supplies, t05.”*

Observations like this should send a clear message of
concern to these in the clectricity supply businesses and,
perhaps, signal oppartunicy to others.

The “canary in the mine” indicators for the direction

reliability demands, in the computer age are visible in
recent customer surveys. A 1998 survey by RKS found
that ane-fourth of businesses ars troubled by sporadic
outages or power fluctuations, with over one-third “less
than very satisfied” with the quality of their power, The
survey found two-thirds of businesses aiready raking some
kind of action on their own to redress interruptions, with
20 percent willing to pay @ premium for more reliable
power™ An IBM study found that a typical compurer
cxperiences 120 “power problems” per month.™ A survey
of small businesses {the engine of economic groweh in the
nation) found 90% reporting at least one outage in 1998
with gverage costs per outage of $7,500° The sensitivity
to, and self-assessed costs of, small outages are a measure
of the increased need for reliable power, which can only
be a surrogate mcasure of the increasing role of comput-
ers and communications in all tpes of businesses.

Businesses across the country are already deciding to
pav premiums for grearer reliability. They'n buying

uninterruptible power sources (UPS) solutions. This reali
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ty has been the driving force behind the rapid growth of
companies like Amcerican Power Conversion (APC).
APC has became a marker leader in UPS equipment for

everything from desktops to mainframes. (The challenge

for utilities in providing this service is the psychological
conversion of a negative, an “unreliable” core product,
into a positive customer program.)

When E*trade went down for a couple of days earlier
this year, it wasn't because of an electrical outage, bur
because of a software glitch. But the reverberations from
that outage have implications in the exploding world of e-
commerce. When an eatire husiness depends on staying on-
line “24-by-7,” there are two critical issues: Keeping soft-
ware from crashing and keeping power up every one of the
8,760 hours in a year. Commerce on the net grew from
nothing a decade ago to $8 billion last year, and is forecast
to reach $326 billion by 2002. A recent ranking of the top
100 “Net Economy” companies (based on a survey of 600
candidares) found that their combined Web revenuc was
$48 billion in 19987 The stakes are high in keeping the
Net on line.

Operations such as Schwab’s Internet brokerage opera-
ton and that of Amazon.com are only the tip of the ice-
berg. Big e-retailers have 100 kW to 1 MW loads and
must have emergency power back-up solutions. Bur with
dot-com companies exploding from the woodwork (Barnes
& Noble followed Amazon into the Internet and many oth-
ers are following), the demand for big-time UPS solutions
and major back-up power solutions will skyrocket.

American Superconducror stands to benefit from those
who need heavy iron UPS capabilicy. Their refrigerator-
sized superconducting storage system can handle the awe-
some task of smoothing out millisecond dips for several
megawatts of power. They recently unveiled another appli-
cation for their Superconducting Magnetic Storage Devices
(SMEDS). By undcrtaking a network analysis of regional

transmission sys

tems, strategic placement of dozens of
SMEDS can actually increase total cransmission reliabiliry
and power quality. This kind of capability, heretofore
impossible, comes just in time for the power quality needs

of an Internet-driven electric system.
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Firms such as Wartsilla and Caterpillar, with their ultra-
clean diesel gen-sets, arc likely beneficiaries at the upper end
of a growing on-site back-up power market. Increasingly,
one can expect o find 100 to 300 kW clean diesel gen-sets
in the basements of buildings housing Internet Service
Providers (with the fuel source either natural gas or oil,
depending on price and circumstances). Rounding our the
Internet-power package, entire building power systems can
and will be completely isolated from the ‘noisy’ or ‘dirty’
bulk power grid. Active Power of Austin, TX, uses one-ton
flywheels to serve as UPS systems for building loads up w
250 kW, Already, some developers are designing buildings
with two entirely separate power systems; outlets for dumb
appliances (lights, etc.) and outdets for “smart” clean power,
the 24-by-7 reliable power thar comes from super-UPS sys-
tems with back-up generarors.

While major dot-com companies already number in
the tens of thousands, it is the other end of the spectrum
where the action is especially hot. There are at least 4 mil-
lion Web server systems in the U.S. — computers on-line
hosting Web sites. And in between the servers and the
users, which need to be on 24-by-7 with their scrvers and
drives, are the millions of routers that keep the net hot (and
the millions of transmitters that keep the emerging wireless
Internec running). These numbers dont even count the 80
million home Internet users who, while perhaps slightly
more tolerant than businesses, don' like to put up with
power hiccups while on-line. Of comparable interest for
reliability are the 17 million telecommuters with one to two
PCs who depend on reliability as much as any business.
One should expect to see increases in markets for back-up
generator and power systems for home offices with sensitive
loads. The market opportunity is alrcady generating inter-
esting products. The Auragen 5 kW generator is installed
under the hood of 2 Suburban or Expedition (or similar size
truck - lacer to be available for certain cars). Why buy an
engine-based back-up generator for home use when home-
owners already own an outstanding engine under the hood
of their SUVs?

The growth in the demand for power reliabilicy on
the Internet has just begun. It won't be just the e-com-
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merce retailers and home offices that drive it. With the
growing trend of “manufacture-to-order” in the industrial
sector, along with just-in-time delivery economy, every-
one depends on the Internet and communications.
Hewlett-Packard, typical of modern info-cconomy high
rech manufacturers, reckons a 20-minuce outage costs a
manufacturing plant $30 million. The hundreds of com-
panies in their supply chain arc just as sensitive. No one
can afford to be down. Even telephone systems now
need a UPS, because many modern office phone systems
are really computers and even for relatively small offices
can gobble several kilowarts.

The nature and magnitude of electric demand driven
by the Interner ultimately suggests chat the electric supply
and delivery system will need to emulate the architectute
of the Internet itself to achieve the levels of reliabilicy
required.

One should expect to see increased use not only of
UPS and distribured on-site generation, but power nodes
with remote generation and storage, and even a second
wire. When telecommunications deregulation began two
decades ago, no one imagined that homes and small busi-
nesses would ever want or need more than one communi-
cation wirc to the home, and everyonc was certain that
the costs of providing additional “redundant” wires would
proscribe their widespread use. All the experts werc cer-
tain that the national communications infrastructure was
so expensive that it was a natural monopoly. The
national communications backbone has been built now
scveral times over — and construction of backbone band-
width continues. Now two wires to a home are common
(phone and cable, soon more wircless and even fiber).

Al of this suggests & similar heresy in the electric
power business: the second power wire is inevitable oo,
not as the only reliability solution, bur as part of the
portfolio of reliability solutions. Expect to see it first in
business centers where office buildings, alicady steeped in
the hub and node modes of the Internet, will start to
install distributed generation and storage hubs and nodes.
The emulation of Internet architecrure will move up the

power lines to substarions where one can expect 1o see
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installation of several MW turbines, essentially placed
berween central power plants and major load centers.”
This not only relieves transmission constraints, bur also
increases reliability.

Did anyone really think that the power demands and
reliability necds of 100 million PCs and tens of thou-
sands of major dot-com loads would leave the electric
market the same as that demanded by light bulbs, motors
and induction furnaces?

The rate of growth in the use of devices relared to the
Internet, and the resultant electric needs, suggests that
those on the data side and those on the pawer supply side
of the Internet dont have a lot of time to consider the
implications.

The telecom industry is being rapidly transformed by
the Tnternet. A decade age, data accounted for only a
marginal amount of the rraffic on the traditional “wire-
line” networks. As Figure 9 illustrates, in a couple of
years over one-half of ali the rraffic on the traditional old
“voice” network will be digital. This trend is not only
responsible for major equipment and technology transfor-
mations, but it is also fundamentally alcering the entire
telecom and communications industry, and is a driving
force behind major investments, mergers and acquisi-
dons.

Consider then an anzlogous situation. Figure 10 rep-
resents the growth in' the share of total clectron “eraffic”
on the traditional uriliry system nerwork, powcrlines. A
few years ago, over 98% of all powerline elecrron waffic
was in K'Wh 1o serve ‘old” markers or dumb devices (kilo-
wate-bours to operate dumb devices like lighthulbs, and
motors). As this analysis has shown, the share of the
powerline electron traffic devoted to the Interner is
already 8% and rising rapidly. Given the trends, it scems
reasor:able {perhaps ineviable) to expect that the power-
line necwork will experience a transformation comparable
to that of the tlecom wireline network. Once a signifi-
cant share of powcrline traffic s occupied by the Internet,
one can expect major infrastrucrure and business transfor
mations of the same character as arc now occurring in the

relecom industry. How soon this transformation could
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occur will depend on the growth rate of the Incernet.
Based on recent history, and not assuming any accelera-

tion in the Internet’s udlization, the magic cross-over to

50% of all electric supply consumed by the Internet

would occur around 2020.

Transformations by the Internet
Figure 9: Telecom traffic on wirelines
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Figure 10: Electron traffic on powerlines
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Future Trends: Driving
Internet kWh Demand

Tntel has a vision that there will be one billion people on-
line globally in the near future. Based on the merrics
derived in this study, the Intel vision represents not just
$1 willion in compurer sales, it also represents something
on the order of a §1 trillion investment in an expanded
informatior. backbone ~ and a $1 trillion investment in a
hard power backbone to supply electricity. One billion
PCs on the World Wide Web represents a global electric
demand equal to the sora/ electricity generation of the
United States roday.

The goal of this analysis is not to forecast the specific
future electric demand of the Interner, bus instead to
eseablish that it is already significant and Is growing very
rapidly. That heing said, it is useful 1o briefly consider
some indicators of the rate of growth and basic forces
that are driving the Internet. If the growth rates are what
many analysts and forecasters believe, the impact on the
traditional electric sector will grow accordingly.

One important indicator of growth comes from the
rapidly expanding wotld of e-commerce. The share of
the roral retail and banking markets that are currently
cxecuted on the Internct is still tiny, The largest rerail
activity on the Interner appears to be software sales. But
even there, only 9% of all software is sold on the Web.
Room for growth is enormous.

In addition to the forecast growth in PCs accessing
the Web, the most rapid growth rates for Internet access
are forecast to come from Information Appliances (such
as Web TVs, or Internet-enabled welephones) and from
portable, wircless PDXAs. Even if one assumes that the
soon-to-be-realized hundreds of millions of Palm Pilor-
type devices used fittle or no elecrricity themselves (they
still requirc recharging periodically, or energy to fabricate
batreries), the existence of millions more devices linked o
the Interner will create enormous demand for bandwidth.
This will in rurn increase the equipment and elecrric

demand of the Internet, and furthermore will not likely

Bandwidth and

replace or reduce the use of PCs, but simply complement
them.

The “hockey stick” shape of the growth curve for
devices thar will drive bandwidch demand wil: come from
more than PDAs and PCs. Increasingly, everything from
refrigerators and automobiles to vending machines and
air conditioners, are acquiting intelligence chrough soon-
ro-be-ubiquitous low-cost chips and connections ro the
Interner. Indicative of entirely new classes of devices yet
to be invented and deployed is Canon'’s recendy FDA-
approved digital x-ray machine. A digital x-ray machie,
in essence a PC wich super high resolution imaging, will
aflow instant high-quality cransmission of an x-ray to any
physician on the planet — and will by iself (and with
similar medical equipment) accelerate bandwidih demand
znd do more than simply replace existing x-ray machines.
Because its cost structure will follow that of PCs, expect
10 see a proliferation of digital x-ray machines in every
doctor’s office. More bandwidth will be needed to move
proliferating traffic in data-intensive x-rays.

The following three figures #lustrare some of the core
technology trends Which portend increased use of the
Internet, continued exponential growth in the use of
boxes, and continual growtl in electricity requirements.

Figure 11 illustraces the current forecast for annual
sales in PCs and informarion appliances in the consamer
markets alone. As the trends show, the expectation is for
home PC sales to continue o grow {and for the mulriple-
PC homes, to become commonplace), even as the num-
ber of “informarion appliances” moves into dominance
within the next couple of years, Informarion apphiances,
unlike PCs, have only ene purpose: to link to the

Interner.
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Figure 11: Consumer devices purchased

1898

1999 2000 2001 2002

Source: 1DC

Figure 12 ilustrates the core trends in the produciion
of integrated circuits (1C).  Even as fab plants become
more efficient, with the total electricity required to pro-
duce a square inch of an [C drepping in half by 2012,
the demand for the toral number of ICs produced is fore-

cast {conservatively) to 2t least double.,

Figure 12: Core technology trends in infegrated circuits
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warts by irself o run. By 2012, it will take only 5
kWhisq. in. to make an IC. But thar 1C will have 1.400
million transistors operating at 1,800 MHz, and thus the
exponentional growth in capability will increase power
needs to 170 wates. While this represents a dramatic
reduction in watts/unit of processing power - it is still an
absolure increase in the power required by the chip,
Figure 13 illustrates the economic driving force
behind increased use of nesworks. The cost of processing
power ($IMIP) is forecast 1o keep plummeting, dropping
one-hundred fold. This, combined with other cost
reductions, means that the cost per user to access a corpo-
rate nevwork will drop 1,000 fold. This kind of cost
reduction will exponentially increase the market’s usc of
nerworks. Considering that the average amount of elec-
wricity used per device on the nerwork &Whibox) will
remain more or less the same {probably increasing — see
above), the general implications are obvious: electric use
from the Interners growrh will keep rising, ar a rate far
fasrer than ‘old fashioned’ efficiency programs can possi-

bly offser.

Figure 13: Key indicators of network costs
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The amount of power used per 1C is forccast to keep
increasing as the capabiliries of the chips continue grow.
Todays state-of-the-art IC can be fabricated with 9 kWh
per square inch of electricity, and 21 miliion transistors.
It operates at 400 MHz. The IC chip needs abour 90
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The data presented here suggest that the array of compa-
nies that comprise the Internet Industry have more at
stake than any other user with regard to the outcome of
the future price, availability and reliability of the electric
supply system.® Tt should be self-evident that an industry
that consumes 8% of the nation’s electric supply, and is
increasing its use of that supply at double dight growth
rates, would have an interest in the outcome of current
federal and state deliberations that will determine the
future of the electric industry. However, there is essen-
tially no significant presence of the Internet-relared
industries in these public policy issues.

Many electric udlities have been pre-occupied, along
with regulators and legislators, in debates over ensuring
the continued availability of electric conservation prac-
tices and access to “green” power in a furure “deregulated”
utility industry. Typical of utility anneuncements today
{other than those associared with mergers and acquisi-
tions, a major distraction in itself) are press releases trum-
peting new technologies that can save the average home-
owner $15 to $25 a month on the electric bill using new
automarion technologies. Such injtiatives seem anemic in
the context of the issues explored here.”

True, many utilities have noticed the Interner. Many
have started or are considering various relecom activities
such as leasing transmission poles for cellular antenna
sites, or installing fiber backbones to lease bandwidth,
and 50 on. Many have engaged the Internes 1o provide
services and communicate with custemers, and even o
sell power. In fact, some analysts estimate that energy
and utility sales are the third-largest source of commerce

on the Internet.” And for some environmentalists, the
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« Electric Policy Implications

Internet is where they pin their hopes for accelerating the
sales of “green” power. It is instructive to note, however,
that regardless of the success in direct sales of “green”
power, there is no likelihood that green power
sources-usually identified as solar and wind—can come
within orders of magnitude of providing a significant
share of the electricity needs of the Internet economy®

We are at the beginning of a new convergent age of
info-electrons. There has been no challenge like this since
the dawn of the electric age a century ago, when the new
inventions of the electric mator and light bulb changed
American industry and created the electric age. Many
electric policy proposals on the table today are on a colli-
sion course with the kinds of demand forces explored
here. In addition to the inevitable marker confusion cre-
ated by deregulating the enormous utiliry industry, there
is also the supply and cost threat associated with deter-
mined efforts by many environmenralists to substantially
reduce the use of ceal, the nation’s primary source of
power in general, and cheap power in particular. While
natural gas is the dominant fuel source for new power
plant orders, theré'is po prospect of meeting future eco-
nomically-driven and Interner-accelerated electric
demand without retaining and expanding the coal com-
ponent.

It may seem like a strange alliance~coal minets with
Web masters at Charles Schwab and the other dot-com
companies. Electrons, the laws of physics and economics
link them. Federal and stare policies, along with the elec-
tric industry, will be dragged along by the power of the
microprocessor and Internet. No amount of wishful poli-

cy thinking can stop this juggernaut,
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Detailed Table: Estimating Internet
Efectric Power Demand

Note: all of the following data are for equipment used primarily or exclusively on the Internet. Computer and welecom
equipment manufactured and used for other purposes not included.

iz

MAKE THE BOXES ¢ 1,500 kWh needed to fabricatc one PC *
FOR THE INTERNET 1,500 kWh assumed for ALL computers, including
Electricity used to manufacture devices with greater numbers of processors

the key PC-type boxes needed (e.g. routers, servers)

to access, supply and route Note: 9 kWh per square inch required to

information on the Internet. fabricate integrated circuit *

Note: 36 million computers shipped in 1998; only
those for WWW use in the U.S are included in this
table

PCs for home usc of Internet 5 7.5 Assume 50% of 10 million new PCs purchased by

consumers arc used for Internet

Note that current estimates are that 80% of PCs
shipped are connected to Internet *

PCs for office 12 18

Assume 45% of new/purchased business PCs are con-
nected direcdy to the Internet, or on a LAN or WAN
connected to the Internet (often through a “firewall”)

Since total U.S. sales of 36 millien computers in 1998
included 10 million to consumers, thus allocate 45%
of balance of 26 million sold to business *

n
.

Servers 1 1. Year-end 1998 4 million servers on Internet compared
to 1.5 million ycér»end 1997; growth of 2.5 million
Assume 50% market for Web servers (and related

devices) in U.S. ¥

Low-cost ‘low-end’ devices assumed @5% market;
grows to 19% of market by 2002 *

Server appliances 0.5 0.8

Routers 1 1.5 Note kWh to fabricate routers will be higher than for
PC (probably >3x); but assume same as for PC for
conservative estimate.

1 million shipped 1998 in North American market

SUBTOTAL 20 29
(nearest million) (Note fab plants cxcludes suppliers of chemicals, gas,

Sanity check: total fab plant electric use of 99 kWh*

equip., & assemblers of PCs) — [C fabrication repre-
sents <50% of all kWh needed

© Copyrighl 1999, Grezuing Ezrih Society
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INTERNET USERS
Elecrricity used by “end-users”
while operating boxes ro
access the Internet.

Baseline toral online universe of approx. 77 million
peaple in US. ead of 19987
Excludes 6 million using WebTV or handheld

COmMPULErs

PCs @ home 28 17 « 50% of 55 million homes with PCs are “regular”
Ineernet users.™
*» Reduce rotal by the number of home “power users”
below to avoid double count
» Average user 12 hrs/wk on line daug IKW/desktop™
PC power users @home 5 6 *» Count of households using Internet for on-line
{e-traders) trading of investments *
« Assuime power user 2x average consurner dme/fwk
online
* Average use rises (one study found a five fold increase)
with greater bandwidth access for power users
P home office 8 8 ¢ Count home offices w. multiple PCs *
» Assume one PC online avg, 20 hrs/wk
PC @ office 34 21 > Assume avg. office use of WWW same 12 hrs/wk as
avg. home use & same | kW average per machine
« Note: toral represents only 30% of all 112 million
PCs connected we LANS in 1998
PCs @ office 3 18 * Assume operation of 70 hoursfwk (avg. duty cycle
(not directly on WWW but of 10 hrs/day 7 days/week)
behind ‘firewall” supporting + "Joral count estimared by assuming that only 5% of
Internet access, info. PCs in business that ate not directly connected to
or systems} W are used directly as Internct support,
connected to nerworks behind a secure “firewall
PCs used in commercial 1 5 * Assume Internet software support & development
Internet service support PCs are 2 kWhidesktop with relevant periphe
monitors ’
* Assume 50 hrsiwk operation
SUBTOTAL - 81 75 = Sanity check: above derived estimate of 40 million

office PCs on Internet only is 30% of installed inven-

tory of 120 million commercial PCs, and cstimated

44 billion k'Wh probably underestimates actual annual
kWh by factor of two; survey found 43 million PCs
(for all purposes) in commercial buildings in 1995
consumed 9% billion kWh *
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INTERNET INFO&MATION

Electricity used in operating the boxes (servers of all kinds)
which are the sources of Internet information or commerce.

8
SUPPLIERS

Major dot-com companies

0.03

72

.

Total “dot-com” company inventory year-end 1998 of
17,500 © (Note: dot-com servers can be mainframe-
based or “Web” farms using a large number of minis.)
Assumne 10% of total 1998 inventory of mainframes
of 160,000 yields 16,000 ©

1998 inventory of mainframes grew by 12,000 (most,
probably majority, used in major server applications)
Assume average load of 250 kW and 24x7 operation®

Web sites

52

Assume all servers that are not major dot-com compa-
nies using small servers (1 kW plus 0.5 kW peripher-
als, especially data back-up)

Assume 70% all installed servers located in the U.S.;
total server Universe in 1998 of 5 million®

SUBTOTAL

124

Sanity check: the results derived here imply thac
approx. 12% of commercial building electricity pur-
chases in 1998 were for computers serving the
Internet. 12% of total U.S. commercial kWh use
equals 115 billion k'Wh

NETWORK

Electricity used by the boxes required

to operate and roure data on the

Net

Only count two major equipment categories:
routers and major telecom “switches”

Routers on Interner

Total number U.S. routers from Dataquest ©
Assume average router at 1 kW and continuous opera-
tion ©

Routers in LANs and WANs

Total for two router categories equals total routers
installed to date

Note: Background net support provided by local arca
networks (LANs) with 112 million in LANs in market
using routers (and other switching and relared hard-

ware)

Telephone central offices

0.01

43

Allocate 40% of 25,000 telephone central office
“switches” to data traffic {Dataquest)
Average central office 500 kW

SUBTOTAL

67

TOTAL

108

295
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Internet-related hardware NOT COUNTED in

Office s pace

above totals

Commercial buildings used to housc equipment for Internet services
should have overall building electric use allocated 1o the Internet
Information rechnology services in general account for 8% of all
U.S. commercial service revenue: assuming 30% of info services are
for the Internet, this would add 23 billion K%h to the rotal.
Additional cooling, lighting o related space conditioning loads cre-
ated by the Internet equipment used in residences could also be
counted as Interner-required kWh.

Daza switches for networks

>1 million

Shipment of 17 million ports - ports/switch ranges from 4 to 500
with most at low-end representing perbaps 1 million switches®

As ports are provided greater processing power for nerwork efficien-
cy, electric use will become significant

Super servers

»100,000

-

Sun Microsystems sold $900 million worth of their new $1mulion+
superserver in 1998

Total U.S. shipment of “nini” class of computers at 300,000 unitsfyr®
Analysis here used the same kWh for manufacturing ALL kinds of
computers which greatly understates energy needed for super servers
as well 2s mainframes and storage systems (below)

Mainframes

»10,000

12,000 per year shipped in U.5.™
Majority new mainframes going into Internet server or related uses !

Electricity used 10 manufacture mainframes

Enterprise storage

=10,000

Hardware o store & back-up mountains of data generated by Internet
activities {e-commerce, etc.) using mainframes & superservers
Enterprise storage systems sales have grown >10x in decade
Electricity used to manufacture enterprise storage

PDAs

10 million

6 million PDAs today, 56 million in five years
Electricity required to manufacture PDAs used for Internet access

Information appliances

2 miilion

2 million “info. Appliances” shipped in 1998 forecast 7 million

1999, 12 million 2000 (e.g.,.-WebTV, set top boxes)

Eleczricity to fabricate and use appliances including WebTV (3 mil-
lion installed today) and handhelds (3.7 million) - IntelliQuest )

Peripherals >80 million | * Elecrricity to fabricate drives, printers, scanners, UPS
Home networks 1 million + Eabricate and oi)eratc devices for connecting multiple PCs & devices
Telecom Millions + Share of cell and PCS phones used for wireless Internet access
Cable modems Millions « Fabricare and operate 500,000 cable modems (1998} & refared cable
system devices
Wircless Internet Base stations  § »30,000 » Allocation of digital PCS nerwork wsed for dara naffic on Inwernet
{e.g., wircless access to e-nail, stock marker, etc.)
» Fabricare and operare wireless base station amplifiers, filters, etc.
Fiber optic and coax - * Fabricate cable, fiber oprics, related hardware
cables & hardware & equipment
ups Millions » Elecrricity involved in fabricating and operating (typical UPS uses
: about 5% of energy supported)
Back-up generators (>100,000 ¢ v

Fabricate back-up systems for buildings, I8Ps, e
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NOTES ON THE INTERNET'S FUEL ECONOMY:

This digital “'fuel economy” conclusion is, necessarily, a rough order-of-magnitude and depends on a number of variables. Reducing the “fuel
economy” of the Internet to a recognizable activity (ordering a book? requires some approximations of course. How much data traffic is
created on the Internet for a session to say, order a book from Amazon, or download a music file? One can watch the data transfer rate
displayed on screen during a sessian and see that even a 56K modem often operates at only 10% of its rated capability (pretty typical on
the congested info highway these days). This data rate yields a five minute session driving roughly 2,000 Kbytes of traffic on the network.

The fuel economy of the Internet will continually improve, Users will migrate from slow 56K modems to DSL and cable modems, and
while 10 to 20 times faster they use only 50% more electricity. All the devices on the network wiil get faster too. For example, the router
kWh/bit efficiency will keep getting better; e.g., Cisco’s 400 Mb/s router uses the same 1.5 kW as the 16x faster new gigabit router.
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However, it is clear that even as the electric efficiency of the Internet (in terms of bits/k\Wh) gets better, the aggregate electric demand will
keep rising for some time because of the rapid increase in the sheer number of boxes accessing, feeding and using the network. Thus ane
might forecast that in a year, the Internet could easily have 10 times more bit traffic (Gilder's forecast), and “only” 50% more electric
demand (this growth rate from this analysis). Thus the bit-rate fuel economy will be substantially better, perhaps 10,000 kBytes per pound
of coal - but the total amount of electricity needed will have risen 50% because the growth in traffic will outstrip the growth in efficiency
for some time to come.

As to the current “uel” needed to move 2,000 Kbytes on the Internet, the calculation is (necessarily) only a rough order-of-magnitude
based on the total amount data traffic on the entire Internet now and the total electricity required by the Internet. (Note that the inclusion
of the electricity needed to fabricate Internet devices does not significantly distort the fuel needed to operate the Internet since the fabrica-
tion component is only 10% of the total kwh derived in Section 7.) The 500 petabytes of traffic on the Internet at the end of 1998 comes
from Gilder’s published estimate (see citation befow), and the efectricity required (approx. 300 billion kWh) comes from the analysis sum-
rmarized in the table in Section 7. The pound-of-coal equivalent is derived from the total energy contained in a pound of coal and the
amount of electricity that pound produces (10,000 BTUs of thermal energy in a pound of coal and 10,000 BTUs required at the power
plant to generate a kWhi. Finally, as a practical matter, 56% of the U.S. electric supply comes fram coal, thus the pound-of-coal-equiva-
lent to move 2,000 Kbytes, is in fact about one-half a pound of real coal with the balance coming from the rest of the electric supply’s fuel
mix (20% nuclear, 10% gas, 10% hydro, 5% oil, 5% miscellaneous). Clearly, clectricity in some places ranges from nearly zero coal to
100% coal. But electrons on the electric grid at the nationa! level are all fungible, and the Internet like the electric grid, is a national sys-
tem.

A rough sanity check of this fuel efficiency can be obtained by calculating the number of Internet sessions the derived fuel ecanomy rep-
vesents. The half-pound of coal per session can be used see if the total amount of coal used to make electricity would supply a reasonable
estimate of the number of [nternet sessions in the U.S. A session is roughly five minutes of on-line time at the 2,000 Kbytes of activity
level. That session consumes one-half pound of coal. Thus a ton of coal represents the fuel for 4,000 sessions. The U.S. consumes about
900 million tons of coal to make electricity. The analysis derived here finds that 8% of all electricity is used for the Internet, thus 8% of all
coal-for-electricity would be allocated to the Internet, or about 72 million tons of coal. The 72 million tons of coal provide the kWh needed
1o fuel [72 million tons] x T4,000 sessions per ton] = 288 billion sessions per year. All of these sessions divided into the approx. 80 million
U.S. Internet users, averages to about 10 sessions per day per Internet user. This is a reasonable order-of-magnitude for an average Internet
user, and is also cansistent with the Forrester Research figure of 12 hours per week for the average Internet user -- 10 sessions per day at 5
minutes per session yields 50 minutes a day, or about & hours/week.
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system but will become very visible in a competitive market for utilities, and very important to cyber users; after all, if profit margins at
Amazon.com are thin (or negative) and a key input for operating a national system see a price‘p‘ea‘k of 700 fald, it could substantially
impact profits. Note also that the peak traffic for telecom use is almost always coincident with the peak 'traffic’ for electricity.
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in manufacturing since 1993. See “Environmental Consciousness: A Strategic Competitiveness Issue for the Electronics and Computer
Industry,” March 1993, Micraelectronics and Computer Technology Corporation, Austin, TX. See also “Birth of the Eco-computer,” New
Scientist, 10/30/93.

41 “National Technology Roadmap for Semiconductors,” Semiconductor Industry Association, 1998.

42 Imports and exports are in rough balance; thus U.S. purchases of imported PCs, in effect taking credit for foreign kWh used to
make those PCs, is offset by kWh used to make PCs in the U.S. that are purchased overseas (See Information Technology Industry Data
Book).

43 International Data Corporation: 1997 10 million home PCs, 1998 11 million, 1999 est. 13 million: See “Beyond the PC,”
Business Week, iarch 8, 1999.

44 “The Digital Decade,” S. Morrisette, Forrester Research, www.forrester.com/ER/Press/Talking: Once a market is mature or in a
“stead state,” a certain share of each year’s production will be used for inventory veplacement. However, regardless of whether a PC fabri-

cated is for new use or replacement of an old device, this fact only impacts the net inventory, not the electricity needed to fabricate devices
each year.

45 Many analysts assume that virtually all PCs now instatled in businesses are on netwarks; analysts further assume that virtualiy al!
new PCs put into business WANs are directly or indirectly on the Jnternet, with the exception of large corporations with private networks
completely independent of the Internet. (Re. Conversations with T, Smith, Dataquest analyst: believes that 90% of WANs are Tnternet con-
nected.) Since these observations were anecdotal, without available data to substantiate, we assumed the 45% figure.
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46 “Hobbes’ Internet Timeline v4.1” Robert Hobbes’ Zakon, MITRE Corp., www.isoc.org/guest/zakon/Internet/History: Note that
numbers of Web sites will exceed the numbers of servers as many servers can have multiple sites; see also “WWW Hosts 5 Million Web
Sites,” 4/20/99, NUA Internet Surveys, www.nua.ie/surveys; again, assume 50% of these sites are in the U.S. and compare to a 1 million
web site’’ count two years age in the NUA survey. The average growth is 2 million sites per year.

47 “Success Strategies far the New Internet Economy,” G. Gens, IDC. Ratio currently closer to 70% in the U.S. — this fact will coun-
terbalance the above averestimate.

48 “Bypassing Windows," Business Week, 2/15/99. According to Dataquest $500 million/yr sales of “server appliances” is forecast
to climb to $13 billion by 2002 and 19% of market. 5% of market today implies at least 0.5 million server appliances/yr produced globally
at an average of $500 per device in a $500 million market — and implies total server market at 10 million per year. This would suggest 5
million servers going into U.S. market instead of 1 millien/yr assumed for table.

49 Dataguest, 6/18/98 estimate: 1.2 million forecast for 1999. 1998 world market: 2.3 million units.

50 “The Environment,” TEEE Spectrum, January 1999; Re. U.S. Census data.

51 “ntelliQuest Study Shows 83 Million U.S. Internet Users,” www.intelliquest.caom, Spring 1999: 3.7 million using handheld comput-
er, 3.1 million using set-top box or WebTV.

52 “Bringing home the Internet,” JEEE Spectrum, March 1999.

53 The simple assumption that a desktop PC used to access the Internet can demand 1,000 W conflates a number of issues. First, this
a figure is used not so much to derive what a PC uses per se, but what that PC uses because it is on the Internet -- i.e., both the specific
PC’s kWh usc as well as the echo it creates on the network. This is an importart point, we were not trying to assess the actual electric use
of PCs by themselves, but the entire system of devices (driven by PCs) on the Internet.

As a matter of interest, the 1995 DOE/EIA survey of computer use in commercial buildings {cited elsewhere in the table} provided a
useful order-of-magnitude validation. The DOE/EIA survey found that 4% of all U.S. electricity was consumed by computers in commercial
buildings in 1995 -- the year the Internet, in effect, tock off. Our methaodology yielded a 5% figure for total computer use (including the
Internet) of all kWh in 1995. We suggest that it is at least 8% today. This result, in al! likelihood, understates the actual impact. Since
1995, Internet PC use has dominated hoth end-user computer purchases and PC-type boxes in the network itself.

Regarding the assumptions for the kWh appetite of a PC on the Internet. The APC web site (www.apcc.com) has an on-line configura-
tion tool to determine the size of UPS needed for various computer systems. A Pentium 11 with 16-17 maonitor, CD-ROM, Zip drive and
printer is rated at 205 W. Qur analysis assumes a maximally configured PC; i.e., lots of related bells & whistles on the desktop for the cur-
rent generation of Internet users, and as research shows, many Internet users are not only heavy users of hardware, but also heavy users of
on-line time. The 1,000 W figure for the PC nominally accounts for the power needs of otherwise uncounted microprocessor devices on the
network (desktop, LAN and WAN) that are otherwise hard *o count. [t was not possible to count all of the behind-the-wall components in
assembling an inventory of the hierarchy of hardware needed to allow a PC to work on a network. Instead, we atlocated some of the load
that is behind-the-wall but critical to the network {in effect) to a maximized watt-rating for the desktop PC. (In a sense, this is equivalent
to counting modems, external drives, scanners, etc. — just that the network devices are located a little further away, but still linked by hard
wires. In a commercial building setting, many of these devices are nat very far away, and even “on the desktop” so to speak.)

The duty cycle is a critical variable, rather than the peak power alone -- the work the CPU and related processors and devices actually
perform (drives, graphics cards, etc.). A machine that is only 100 W at idle machine can consume 300 to 500 W while processing (other-
wise, even accounting for safety margin, the power supply in the ‘box’ wouldn’t be 400 to 600 W). But PC duty cycles are hard to come by.
In estimating the aggregate electric use from all the devices on the Net, rather than try to estimate the typical duty cycle of a PC, we use
instead an unrealistically fow “on" time for the total system. For approximation purposes, this happens to be easier. [n other words, we
assume that every single PC and all its relevant peripherals accessing the Net is physically turned on and operating only the 12 hours per
week from the Forrester Research survey, and otherwise completely off. As a practical matter many (possibly most) are on at least 50
hours per week, many 24-by-7. A ‘realistic’ weekly “on’’ time of 50 hours yields about the samé rough kWh for a 200 — 300 W duty-cycle-
compensated PC as the conservative 12 hour/wk duty cycle does for a 1,000 peak-W device.

It is important to note that this approximation daes not double count devices in the network. The inventory of the boxes an the network
(and thus the calculation of the network’s kWh needs) used here counts only routers and the relevant share of central office telecom switch-
es. This greatly undercounts the myriad devices, switches, amplifiers, filters, etc., that are on the network in all of the various nodes and lay-
ers in a communications systern. For example, a total of 5¢ million data ports were shipped in 1998 alone, with an average of only a few to
few dozen ports per physical switch. (Of course, every switch consumes kWh too.) Cable modems, by way of example, create substantial
powers need upstream (amplifiers, filters, etc.) that must be allocated to the network or the networked PCs. All of the devices on the net-
work dedicated to keeping the PC active are powered up 24-by-7. Ironically, another power-consuming component is the UPS system itself.
Ubiquitaus for Internet-linked devices, a UPS typically uses 5% to 10% of the input power. One should, of course, count all of the devices
on “network” “‘behind-the-wall” (other than routers) — but as a practical matter it was easier to assume a maximally configured peak kW
PC for purposes of the approximation here.

It is important to emphasize that the data used to estimate PC kWh use was specifically only for PCs on the Internct. We did not
include the tens of millions of stand-alone PCs and minicomputers that are in use but are not directly wired to the Internet, even though
they. increasingly are used to indirectly support Internet activities, development, programming, etc.

Finally, it is noteworthy that we did not count the fugitive electric demand for PCs from additional lighting and cooling in homes and
offices due to the waste heat. It is well-estahlished in electric utility circles that the average impact of heat-generating (which is to say, all)
appliances is to increase cooling loads. While there is a general overall energy, not electric, offset from reduced heating loads in winter, this
offset is lower than the fugitive cooling load. In any case the ‘saved’ heating load is primarily natural gas and oil, while the additional cool-
ing load is almost entirely electric.

“IntelliQuest Study Shows 83 million U.S. Internet Users,” www.intelliquest.com, Spring 1999. Identifies 12.1 hoursiwk average for 1998,
up from 10.9 average the year before. Other surveys show lower averages; .9. Nelsen/NetRatings March 1992 of 7 hours per month or
about 2 hours per week. Note that in either case, the electric use assumption for the purpose of this analysis is that the PC is only turned
on 12 hours per week; for casual e-mail users, for example, a computer “on’ time of over 20 hours per week is common, even when the

11993, Greenirg Earth Scciety
artny & Asseciates, Inc




actual “on-line” time may be much less.

54 “New Breed of Investors,” New York Times, 3/16/94, 5.2 miltion from NFO Interactive; alsa “The Matte of Logic,” Maney maga-
zine estimate of 5 mitiion “Americans ave engaged in speculating onfine™

55 “High-speed Habits,” Wired, June 19991 Mediadne study found cab’e modem users were onlire about 5 times fonger; 22.5 hrafwk
¥s. 4.7 heurs per week.

56 “Multiple PC Home Of‘ice Househclds to Sozr,” 1DC Research, March 16, 1999; 7.8 miltion in 1998, 12.1 milfion by 2002 “wl'
have multiple PCs”. “The Internet will drive the growth of hame networking solutions.”

37 information Technology Industry Data Book, Table 4-6.

58 Total PC invenitory of approx. 200 milfon (see 1T1 data above). Reduce total by 55 million home PCs and 17 milion acditional
PGs used as seccnd computers in home offices (see akove notes); reduce total by 35 million commercial DCs assigned here as already
accessing WWW — leaves a remainder of 93 million ‘unassigned’ PCs. Of the universe of 93 million PCs not assigned here as diract connect
to WWW, assurne 5% are on networks for which thelr primary ov sofe purpose is to provide information and refated support to a business,
educational, or refated WWW activity (either mformation provider or userl,

59 Assumptions to allocate PCs to direct Internet support: 1TI data. IT[ Table 4-5 shows $230 filion in total information technolagy
industry service revenue compared to ITI Table 2-2, which shows a total U.S. service industry of $2866 billion. Information technology sar-
vices are §% of total U.S. services. A total commercial sectar computer inventory of 140 miltion implies a ratio of 1 millien computers per
$20 biticn in service rovenues. Assume the same ratie fur info services (which probabily undersiales compilers installed). This implies 12
million cemputers were installed in the information technology servicas industry. While a significant, perhzps even major share, may be
associated with services for the Internet, assume here that only 10% of all infa services (and all info services PC 2quipment) is currently
used by Internet Information Services businesses; Le., about 1 million computers.

0 "Personal Computers and Computer Terminals in Commercial Buildings,” BOE/ELA, 1995,

61 Keenan Yision, San Francisco, 1998 survey/estimate,

62 Infarmation Tecanology [ndust-y Data Book

63 Conversation with APC Director, Nell Rasmussen; allocate lead 50/30 to PC opgration and direct cooling needs; many mafnframes,
ar enterprise data centers, can draw a total of 1 MWL

64 “WWW Hosts 5 Millior Web Sites,” Neteraft survey, NUA Internet Surveys, www.nua.ie/sarveys.

65 “Histary and Forecast for the North American Router Market,” Daiaguest 6/18/98; annual shipments of 342,000 (1995),
524,000 (1996), 705,00 {1997), 963,000 {1998). Extrapolating backwards to 1991 provides total installation base of at approx. 4 mil-
Hon with 85% in U.S.

&6 Cisco 400 Mbs and Sicabit routers both 1.5 kW see www.c5co.c0m produst informatien.

67 Information Technology Indust-y Council Rata Book Table 4-6

68 Dataquest, B. Pursely, supplied 5/3/99; 6/18/98 estimate: 24 million ports forecast for 1999: growing to 43 mitlion by 2002 in
North America alone.

69 “Big Tron, Small Iron,” Forbes, April 19, 1999,

70 Information Technology Indust-y Data Book

71 “Big iron, small fran,” Forbes, April 19, 1999; “Hewitt Asscciates, $1 billian benefits consultant in Chicage, bought eight G5
CTBM} mainframes as upgrades to its existing IMB mainframes. Among other things, the G5s will support applications that tet clients’
employess check on thelr benefits using the Web”

72 “As data grow, 3o grows ENMC,” Money, March 1999. A typizal systam ranges from $250,000 to $4 million; assume $1 mitlion
average; sales of $10 billion now equates to 10,000 units.

73 “The Digital Glue of Pervasive Computing,” S. Kaldor, IDC. 5 million hame network nodes forecast to ship in 1999: 20+ million by
2007 with 129 of homas with active networks. See a’so “Farily connections,” U.S. News & Waorld Report, April 19, 1999 Intel estimates
17 million homes today with twa or mere computers, with 28 milfion within 5 years as markets for their AnyPoint horme network.
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February 3, 2000
The Honorable Jay E. Hakes
Administrator

Energy Information Administration
U.8. Department of Energy

1000 Independence Avenue, S.W.
Washington, DC 20585

Dear Mr. Hakes:

Thank you for testifying at yesterday’s hearing, “Kyoto and the Internet: the Energy
mplications of the Digital Economy.” As | have come to expect, the Energy Information
Administration’s (EIA’s) testimony was insightful, informative, and fair-minded.

1 am writing to offer a recommendation and make a request. My recommendation has to
do with EIA’s future study of the issues raised at the hearing. Apparently, EIA has not had the
time, resoutces, or research strategy to track the electricity consumption of all the equipment
relevant to the Internet or, more broadly, the digital economy. I believe it would be worthwhile
for EIA to go beyond measuring electricity consumption by personal computers and find out how
much electricity all the devices of the digital economy may be using - for example, the
equipment used by “dot-com” companies and tel ications (tel ) infrastructure built
to handle digital traffic.

While EIA may not be able to undertake such an analysis at this juncture, I encourage
EIA 10 begin a serious effort to defermine what kind of research strategy would be required fo
estimate the electricity needs of the digital economy. For example, as a first step, EIA might
explore, with both in-house and outside experts, the key issues and methodology needed to
estimate the Intemet-driven component of telecom industry investment and to unbundle the very
large “other” category of electricity uses in the commercial sector data.

My request has to do with the quality and reliability of EIA’s study of the costs of the
Kyoto Protocol. In his written testimony, Dr. Joseph Romum argues that EIA's study suffers from
five major “flaws” that render the study “irrelevant to the current policy debate about Kyoto.” At
the hearing, you took issue with Dr. Romm’s critique. However, due to time constraints, you
were not able to comment on it in detail.
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Pursuant to the Constitution and Rules X and X1 of the United States House of
Representatives, I request that EIA respond to each of the five arguments in Dr. Romm’s critique
of EIA’s analysis. Please deliver your response by February 18, 2000 to the majority and
minority staffs of the Government Reform Subcommittee on National Economic Growth,
Natural Resources, and Regulatory Affairs in B-377 and B-350A Rayburn House Office
Building, respectively. If you have any questions about this request, please contact Staff
Director Marlo Lewis at 225-1962.

Sincerely,

David M. McIntosh

Chairman

Subcommittee on National Economic Growth,
Natural Resources, and Regulatory Affairs

cc: The Honorable Dan Burton
The Honorable Dennis Kucinich
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Department of Energy
Washington, DC 20585

MAR 2 2000

The Honorable David M. Mclntosh

Chairman, Subcommittee on National Economic
Growth, Natural Resources, and Regulatory Affairs

Committee on Government Reform

United States House of Representatives

Washington, D.C. 20515-6015

Dear Mr. Chairman:

We are writing in response to your letter of February 3, 2000, with questions emerging from my
testimony of the previous day on "Kyoto and the Internet: the Energy Implications of the Digital
Economy."” Our response is basically in two parts; first, the recommendation to develop a
strategy to develop better estimates of the electricity consumption in the digital economy, and
second, a response to Dr. Joseph Romm’s criticisms of EIA’s previous analysis of the impacts of
the Kyoto Protocol.

Electricity Consumption

We have conducted a preliminary evaluation of the resources necessary to be able to estimate the
electricity used by the digital economy, both as a source of ongoing data and also as a basis for
more detailed analyses of potential future electricity demand. To alarge extent, this requires
augmenting EIA’s current consumption surveys—the Residential Energy Consumption Survey
(RECS), the Commercial Buildings Energy Consumption Survey (CBECS), and the
Manufacturing Energy Consumption Survey (MECS). Some difficulties arise from the fact that
these are quadrennial surveys only. Combined with the time to compile the data, this means that
it will take some years for additional data to be available. Also, in response to appropriations
reductions in the mid-1990s, EIA has endeavored to reduce the cost and respondent burden of
these surveys by reducing some of the information collected, as well as changing them from
triennial surveys.

We look at each of the three survey areas in turn.

RECS. For the household sector, we already collect data on the inventory of personal computers,
but we should add some new questions on the presence of computer peripherals and other digital
equipment, as well as on usage patterns for all digital equipment. We estimate that five minutes
of questions should be added to the survey, with a cost of $65,000 for each survey cycle, or an
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average of about $16,250 per year, for added question development, testing, data entry, editing,
processing, and tabulation of results. Reviewing the current survey, we do not see where any
information could be deleted without harming ongoing analytical efforts since this survey has
already been reduced. These questions could be implemented for the next RECS for data year
2001, with results available in 2003.

CBECS. The commercial sector is more difficult. The survey for the 1999 data is currently being
fielded so the next opportunity for CBECS to collect new data is the 2003 survey, with the first
data not available until 2005. Also, the CBECS is oriented toward buildings, not business
establishments, which would be more appropriate reporting units from which to collect the
desired data.

Thus, we recommend a one-time national benchmarking study that focuses on all electricity use
for commercial providers in the digital economy (e.g., Internet service providers; software
development firms; firms providing computer consulting or training services; centralized
transaction processing facilities for credit cards, banks, etc.; cable and pay TV; electronic trade
and sales establishments; and telephone/telegraph communications) and digital equipment (e.g.,
PC equipment and related peripherals; computer terminals; LAN/WAN equipment; servers,
mainframes, and other central computers; telecommunications equipment; and retail transaction
equipment) in all commercial establishments. A relatively small sample of establishments in
various industries of interest would be selected, and that sample would be surveyed to get their
profile of digital equipment and the patterns of use of that equipment. Metering could be done on
a sample of the different equipment types to get energy use rates per use hour. For a sample of
500 establishments, the cost of such a study could be as low as $500,000 if the survey were
restricted to inventory and use patterns, using outside data for energy demand rates. The cost of
the study would be about $3,000,000 if observation were necessary to determine use patterns and
use rates were determined by metering. The costlier approach may be necessary if equipment
metering and equipment use studies are incomplete or if we cannot get information from outside
sources for proprietary reasons. Depending on the approach taken, the data could be available in
three years from the time of funding.

Following the study, we would use the results to consider what questions should be added to the
CBECS on a regular basis. The additional cost for each survey would be evaluated at that time.
In the meantime, we will conduct our own study of electricity requirements from personal
computer and Internet use in the DOE headquarters buildings and provide an assessment within
our current budget.

MECS. For the manufacturing sector, the survey could be expanded to cover producers of digital
equipment in sufficient detail to derive consumption data for these industries. For all
manufacturers in the survey, we would add questions on the presence and use patterns for digital
equipment, from which estimates of energy use by this equipment would be derived if outside
information on energy demand can be obtained. The cost would about $250,000 per survey
cycle, or an average of $62,500 per year, if none of the current data were eliminated. However, it
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may be possible to eliminate some data items currently on the survey without seriously damaging
our current analysis. If enough questions were eliminated so that digital equipment could be
surveyed with no increase in the total length of the form, the incremental cost of the effort could
be cut to $125,000, or an average of $31,250 per year. This could be implemented for the MECS
survey cycle for the 2002 data year, with the data available in 2004.

In summary, the necessary information can be collected and processed for the residential and
industrial sectors for an annual cost between $47,500 and $78,750. The special commercial
survey should provide most of the questions in that area at a cost between $500,000 and
$3,000,000 and lay the groundwork for some expansion of the recurring commercial surveys.

Dr. Romm’s Criticisms

In his testimony, Dr. Romm alleges five major flaws with the FI1A study /mpacts of the Kyoto
Protocol on U.S. Energy Markets and Economic Activity, published in October 1998. Dr.
Romm’s criticisms began even before our study was released to the public. Some of his
criticisms are legitimate disagreements common among energy analysts; however, most of his
allegations are clearly refuted in the text of the report. When the study was first released, we
responded to very similar comments. At that time, both Dr. Romm’s comments and our response
were publicly available on the Web site of Resources for the Future; however, he has continued
to make the same false allegations. Since that time, we have corrected numerous false statements
by Dr. Romm, but this effort has met with limited success.

We address each of the comments in his testimony in turn.

Romm Assertion: FLAW #1: EMISSIONS REDUCTIONS DON'T START UNTIL 2005. EIA
assumes the country waits until just 3 three [sic] before the Kyoto mandates to start reducing
emissions. That means, the country must reduce from a much higher levels of carbon emissions
than if it started earlier, such as 2000. Even worse, this assumption gives the country far less time
to act, only 3 years to meet the first target, forcing the economy to try to turn on a dime, rather
than 8 years if we started in 2000. No consumer or industry who uses energy takes any
anticipatory actions prior to 2005. While any person or company could dramatically reduce the
impact if they started just a few years early, EIA forbids them from doing so. EIA undoes all
voluntary commitments by industry (such as BP and the steel industry, which have said they will
reduce to 10% below 1990 levels by 2010). EIA partly fixed this flaw in a later report, but the
other flaws continue to render their conclusions indefensible.

EIA Response: Contrary to Dr. Romm’s assertions, emissions reductions in EIA’s 1998 Kyoto
study begin earlier due to anticipatory actions in the electricity, refinery, and natural gas
pipeline industries in the National Energy Modeling System. Furthermore, a later study
assumes earlier reductions in all sectors.
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EIA believes it is highly unlikely that energy consumers will make major changes in their
choice of energy equipment or their use of energy services in the absence of price
changes or policy initiatives, such as standards or other regulatory actions. Historically,
end-use consumers (residential, commercial, industrial, and transportation consumers)
have reacted to current prices, as evidenced by the current heating oil situation, not
projected future prices of energy when making decisions, and to many noneconomic
factors such as size, comfort, style, and vehicle horsepower. Extensive empirical research
indicates that energy prices play a minor role in consumers’ home or appliance buying
decisions. Builders of houses, for example, make decisions based on the cost of
equipment rather than life-cycle cost; life-cycle costs are more likely to be used by
homeowners who remain stationary for long periods and do not rent. Since, on average,
homeowners move every 7 years, the average homeowner is more likely to consider the
up-front cost of the equipment than the long-term fuel costs of running that equipment.
Profit-maximizing firms, such as electricity producers, refineries, and pipeline
distribution companies, have a greater incentive to consider future prices in their capital
investment decisions, which is factored into the EIA analysis with their adjustments
beginning in 1999. As a result, some reductions in carbon emissions occur prior to 2005.

In preparing the analysis, EIA followed the specific instructions of the Committee
in its request to impose a carbon price on energy beginning in 2005. Carbon
reductions begin prior to 2005 because of the anticipatory behavior noted above.
As a result of the anticipatory behavior by the capital-intensive energy producers
and the non-zero carbon price beginning in 2005, the study projects demonstrable
progress toward reducing carbon emissions in 2005, which is required by the
Protocol.

However, at the request of the same Committee, EIA prepared a follow-on study,
Analysis of the Impacts of an Early Start for Compliance with the Kyoto Protocol,
published in July 1999. In this study, the carbon price is imposed beginning in
2000 to achieve a longer transition period to the commitment period in the
Protocol, 2008 to 2012. In 2010, the carbon price is reduced by $5 to $32, or 7 to
9 percent, with the earlier start date. With an earlier start date, the economy
experiences a loss in gross domestic product (GDP) beginning in 2000; however,
the transition of the economy to the longer run target is smoother. The loss in
actual GDP in the early start cases between 2000 and 2005 is between half and
nearly three-quarters of the loss in the cases with the 2005 start date between 2005
and 2010. In 2010, the GDP loss with the 2000 start date is about one-third to
one-half the loss than with the 2005 start date.

Romm alleges that we undo all voluntary commitments; however, past reaction to
voluntary initiatives to reduce energy use has been incorporated to the extent that
the reductions appear in the data. Although this approach may be viewed as
conservative by Dr. Romm, it is warranted by the response to previous voluntary



132

initiatives, such as those contained in the Climate Change Action Plan (CCAP) of
1993. CCAP was the Administration’s response to the original Framework
Convention on Climate Change negotiated in the international arena in 1992.
Greenhouse gas emissions have continued to grow each year since CCAP was
formulated and announced in 1993 although the growth slowed in 1998, and no
one now expects that U.S. greenhouse gas emissions will return to 1990 levels in
2000, as CCAP originally projected.

EIA is quite familiar with voluntary actions since it collects data on voluntary
reductions of greenhouse gas emissions through Form EIA-1605, "Voluntary
Reporting of Greenhouse Gases." However, the meaning and use of these
numbers need to be carefully evaluated. Some reporters provide reductions from
an anticipated baseline, i.e., the level that emissions would have reached if
emissions reduction actions had not taken place, and others provide reductions
based on an historical level of emissions actually experienced. To the extent that
the reported reductions are in the data, they are already included in our baseline.
Thus, counting them as additional reductions would double-count their
contribution.

For instance, if an oil company is reducing production of refined products, its
emissions would be reduced. However, if the U.S. economy is growing and our
consumption of petroleum in the United States is increasing, those reductions
would be offset by another refiner and thus not reduce the total emissions
projected in the baseline. The evaluation that needs to take place is whether a
company’s portfolio of emitting assets has changed over time through acquisitions
and divestitures and whether the particular action that the company has taken is
one that is reflected in the baseline forecast.

Romm Assertion: FLAW #2: EIA ASSUMES THE U.S. GOVERNMENT NEVER
INSTITUTES A SINGLE POLICY TO REDUCE THE IMPACT OF KYOTO. EIA assumes
that, after waiting until the last possible moment to mandate that the country meet the Kyoto
targets, the government passes not a single law or tax break or utility deregulation bill to make it
easier to reduce emissions. So this is truly an irrelevant exercise, since it models the one thing
that will never happen. EIA even ignores key ongoing policies and trends that would temper their
results:

EIA freezes all utility deregulation and restructuring efforts for the next two decades.
Competitive pricing (based on marginal costs) of electricity is allowed only in California,
New York, and New England, regions which do not account for much coal use.
Everywhere else, regulated pricing (based on average price) is used through 2020 even
though EIA acknowledges "this may not be appropriate in the near future" and that under
competitive pricing "it is easier for suppliers to meet the carbon reduction goals, and the
carbon price is lower, than it would be under average cost pricing." As discussed below,
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deregulation is fostering energy outsourcing, which will likely slow energy and GHG
growth nationwide significantly.

EIA Response: As a policy neutral organization, EIA does not speculate on the future
development and enactment of energy policies and programs, and this approach is made
clear to the readers in all our analyses. This assumption is used in developing the Annual
Energy Outlook reference case and all analyses performed as a service request, unless the
client requests us to incorporate policy initiatives which they have specified. Such a
request could easily have been made by Dr. Romm iu his earlier capacity as Acting
Assistant Secretary for Energy Efficiency and Renewable Energy. In the Kyoto study, the
Committee requested us to use policies and other assumptions as incorporated in the
Arnnual Energy Outiook 1998 (AEO98): "use AEOY8 policy, technology and market
assumptions—that is, no additional policies or funding should be assumed.” By relying on
market forces to reduce carbon emissions, the policymakers understand the costs of
meeting the Kyoto Protocol in the absence of new policies and legislative initiatives.
Even policies and initiatives, such as information programs designed to facilitate the
operation of markets, have a cost that may not be fully captured if they are simply
assumed to occur, reducing energy consumption and emissions. Also, the assumption of
future policies could bias the results of the analysis, since some policies might lower the
cost of compliance while others, intended to achieve different goals, could actually raise
it. For instance, the Powerplant and Industrial Fuel Use Act of 1978 curtailed the use of
natural gas for new generating capacity resulting in additional construction of coal-fired
power plants. These plants are currently some of the lowest cost producers of electricity
in this country. This policy, intended to make natural gas available to high priority
customers, particularly in the residential sector, in fact has raised the cost of complying
with the Kyoto Protocol in this country. The impacts of potential policy initiatives are
analyzed in the report in cases that explore competitive electricity pricing throughout the
country, alternative consumer behavior, actions to preserve the share of coal-fired
electricity generation, limitations on biomass generation, and the construction of new
nuclear plants.

Regarding the restructuring of the electricity industry, in accordance with the
Committee’s request, the assumptions for the reference case in the Kyoto analysis
and the primary reduction cases are those in the 4£098. The changing structure of
the electricity industry is explicitly recognized by representing competitive
wholesale markets, i.e., no new rate-based capacity, in all regions of the country
and by pricing electricity at the retail level competitively, based on marginal

costs, in three regions—California, New York, and New England.

Recognizing the potential for increasing competition in retail electricity markets
throughout the United States, EIA included a sensitivity case that assumed full -
competitive pricing on pages 88 and 89 of the Kyoto analysis, in which all regions
in the country are assumed to price electricity at the marginal cost. As expected,
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electricity prices are slightly higher under full marginal cost pricing and the
carbon price is slightly lower; however, full competitive pricing does not have an
appreciable impact on the cost of meeting the Kyoto Protocol. To date, small
retail consumers have generally been slow to adopt options for competitive power
marketing; however, the opportunities have been somewhat limited and possibly
constrained by other factors, such as transition costs.

All new technologies—fossil, renewable and nuclear—compete to meet the
growing demand for electricity. Depending on the economics, the EIA model
decides whether to continue operating existing capacity, which is assumed to
produce electricity more economically than in the past; retire existing capacity
carly if it becomes uneconomic to operate; or build new capacity to meet demand.
Cleaner, more thermally efficient technologies are chosen when it is economical
to do so. In the reference case, more than 100 gigawatts of capacity, mostly
oil/gas steam and nuclear plants, are retired and replaced with newer, more-
efficient plants. It is for these reasons that electricity prices in the reference case
declined by 20 percent by 2020. However, our analysis of the Kyoto Protocol
suggests that it will take fairly high carbon prices before it makes economic sense
to retire existing coal plants. Despite the fact that existing coal plants are the
major source of many emissions, they are extremely economical, producing some
of the lowest-cost power in the country. It is true that new, thermally efficient
natural gas plants are expected to dominate new plant additions over the next 10
to 20 years, but their costs are not low enough to displace existing coal plants,
many of which are fully depreciated. Many of today's coal plants produce power
at half the cost of building and operating a new natural gas plant. As a result, in
order to stimulate the retirement of existing coal plants in a market-based
environment, the carbon price would have to be quite high.

Romm Assertion: FLAW #3: EIA TECHNOLOGY ASSUMPTIONS YIELD "GARBAGE IN,
GARBAGE OUT" RESULTS. EIA ignortes or artificially limits technologies that every other
major study has indicated would play a major role in reducing the impact of Kyoto. Here are just
a few key errors:

COGENERATION: This is widely seen as a major greenhouse gas reducer since it cuts
carbon emissions by about half with no increase in energy costs, and, with technology
now coming on the market, a decrease in electricity costs. (Britain expects to double
cogen from 1990 to 2010, accounting for about 20% of its Kyoto reductions.) Yet, for
EIA, even if coal prices rise 700% and electricity prices double, cogeneration rises only
3% to 4% compared to the baseline in 2010-—and it remains flat from 2010 to 2020! Even
more amazing, with delivered coal prices averaging about 6 times higher from 2010 to
2020, industrial use of steam coal remains flat during that time.
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FUEL CELLS: EIA projects that even under the most extreme scenario, carbon at over
$300 a ton, which nearly doubles electricity prices, fuel cells will provide no
electricity—not even 100 Megawatts—through 2020. EIA, in examining the potential for
fuel cells to achieve 3- to 4-year paybacks in buildings concludes "the likelihood of such
substantial improvements in the next two decades is small.” This view is contrary to
virtually every other technical projection. ’

RENEWABLES: EIA artificially constrains key renewables, such as wind. As a result,
even when carbon and electricity prices soar through the roof, renewables hardly budge.
Utilities are the one sector that (supposedly) acts with foresight—indeed, with "perfect
foresight of carbon prices for capacity planning.” Yet, knowing that the price of delivered
coal is about to jump 350% and electricity prices by 50%, renewable capacity is only 2%
higher than the reference case in 2005 and 9% higher in 2010. In the 2010-3% case,
where electricity prices nearly double, renewables in 2010 are only 18% higher.

EIA Response: Cogeneration. Since cogeneration has already penctrated the industrial market in
the most favorable industries, continued rapid growth is unlikely in the absence of
regulatory and market changes. Shipments of new boilers to large industrial facilities
have been very low in recent years. Lighter industrial (i.e., manufacturers of industrial
equipment, fabricated metal products, or electronic equipment) or commercial facilities
are not expected to find these as attractive because of their less intensive energy use
characteristics. In addition, many of the existing cogeneration facilities were brought on
when utilities were required to purchase their power under the Public Utility Regulatory
Policy Act at adminisiratively set avoided costs which were much higher than they are
today. In today’s market, avoided costs are often set by competitive bid rather than being
set administratively. The development of new cogeneration facilities has slowed in recent
years because of low wholesale power prices and the creation of exempt wholesale
generators (EWGs) in the Energy Policy Act of 1992. With the creation of EWGs, power
plant developers, including utilities, are able to develop independent projects without
being designated a public utility subject to extensive regulation under the Public Utility
Holding Company Act. This has reduced the incentive of power plant developers to build
a qualifying cogenerator rather than an independent power facility.

Cogeneration facilities can be very efficient because of their use of the waste
energy from the generation of electricity to produce heat or steam for other uses.
However, these facilifies can be very expensive, especially if they have to be
retrofit into facilities that were not originally designed for them. For example, the
high costs of tearing up city streets to install piping and conduit for a combined
heat and power facility may overwhelm the efficiency savings. Two additional
factors reduce the cogeneration potential in the EIA Kyoto analysis. One is that
those industries that most heavily use cogeneration are projected to have lower
output in the carbon cases, due to the impact of higher energy prices on economic
growth and industrial output. This reduces the steam requirements which
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attenuates the already reduced potential for cogeneration. The second factor is that
most growth in cogeneration is projected to involve natural gas rather than steam
coal. The price of steam coal is basically irrelevant to the decision to add
additional cogeneration capacity. However, the price of natural gas is an
important factor in the economics of cogeneration. For example, in the most
stringent case in the Kyoto analysis, in which U.S. energy-related carbon
emissions were constrained to 7 percent below 1990 levels in 2010, EIA’s
delivered price of natural gas increases by 290 percent, while the delivered price
of elcctricity increases by 190 percent. Thus, the economics of cogeneration
technologies using natural gas do not improve greatly under the Kyoto Protocol,
compared to purchasing electricity directly.

Regarding the industrial use of steam coal in the 2010 to 2020 time period, the
delivered price of coal follows the carbon price in that period, which declines in
five of the six cases. Thus, it is not surprising that the use of coal would not
decline.

We note that for the Annual Energy Outlook 2000, we have included a more explicit
representation of industrial cogeneration in the National Energy Modeling System, as
well as distributed generation from fuel cells and photovoltaics.

Fuel Cells. Fuel cells will have to overcome significant challenges if they are to
play a major role in central station generation. They are more than four times as
expensive and only about 15 percent more energy efficient than new advanced
combined-cycle plants. Even with the very high fossil fuel prices in the most
stringent case, the slight efficiency advantage of fuel cells over advanced
combined-cycle units is not enough to overcome their much higher capital costs.
Fuel cells do have the advantage of being smaller, quieter, and lower emitting
than advanced combined-cycle units, and this may make them attractive in some
specialized applications. However, without significant cost declines, they are
unlikely to be broadly competitive.

In the Kyoto analysis, we included fuel cell technology for automobiles; however, it was
not economically competitive with other technologies. In the report, we also prepared an
analysis of the potential penetration of fuel cells and photovoltaics in the residential and
commercial sectors under a variety of assumptions on cost reductions, performance
improvernents, financing options, and tax credits. Although with the most favorable
assumptions possible, payback periods for fuel cells could be reduced to one year, the
assumptions required are deemed unrealistic. It is more likely that paybacks within 3 to 4
years would be needed for significant penetration; however, the substantial improvements
needed even for the 3- to 4-year payback period are highly unlikely within the next two
decades, As noted above, the representation of distributed generation by these
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technologies was added to the National Energy Modeling System for the Annual Energy
Outlook.

It possible that fuel cells could play a larger role in providing distributed power in certain
niche markets where additional factors might affect the economics of the technology
relative to central station generation. For example, some establishments, such as Internet
server providers and financial institutions, may have a demand for extremely reliabie
power and use fuel cells or other distributed generation technologies as a backup source.
Other sites may be located at enough distance from central generating plants to make the
transmission and distribution costs prohibitively expensive. We are continuing to evaluate
the opportunity for fuel cells in certain niche markets.

EIA's analysis shows that the most economical carbon reduction option in the central-
station generation sector is the replacement of existing coal plants with advanced gas
plants. In our most stringent reduction case, more than 300 gigawatts of new advanced
gas technologies are expected to be built. These new gas plants could include a mix of
advanced turbines, combined-cycle, fuel cells, and cogeneration units. The role played by
each of these technologies will depend on how their cost and performance characteristics
evolve over the next 10 to 20 years. In today's market, new combined-cycle units appear
to be poised to capture the lion's share of the market for new advanced gas technologies.
They are both relatively low cost and very efficient. However, beyond the next 10 years
or so it becomes very difficult to determine which of the advanced natural gas
technologies will be most important. It may be best to think of the gas plants built after
2010 as simply "advanced gas" rather than labeling them as a specific technology.

Renewables. Renewables are projected to play a major role in reducing carbon
emissions from electricity generation. In our most stringent reduction case,
renewable generating capacity (excluding cogenerators) is 25 percent higher than
in the reference case by 2010, rather than the 9-percent figure cited by Dr. Romm,
which appears to be using the case in which carbon emissions can increase to 9
percent above 1990 levels. This pattern continues through 2020, when renewable
capacity in the most stringent case is twice the level in the reference case. The
increase is even larger when conventional hydroelectric capacity, which is
expected to grow only slightly, is excluded. Total nonhydroelectric renewable
capacity is 175 and 689 percent above the reference case levels in 2010 and 2020,
respectively. By 2020, in the most stringent case, wind and biomass capacity are
both 27 times their respective current levels.

The representation of renewables in the National Energy Modeling System
reflects the realities of the marketplace, not artificial constraints. EIA represents
only real-world constraints on renewable resources for electricity generation and
imposes them in three areas. First, prices increase if renewable generating
technology construction grows at a very rapid rate, more than 30 percent in a
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single year, to represent manufacturing, licensing, siting, and any other short-term
bottlenecks occurring under very rapid expansion. For each percentage increase
beyond 30 percent, the cost of the next plant is increased by 1 percent. In other
words, if a particular technology's capacity increased by 35 percent in a single
year, its construction costs are increased by 5 percent. This is a very conservative
way of estimating the higher costs that are likely to occur as a result of a "crash”
program. Second, the penetration of intermittent technologies, such as solar
photovoltaics and wind, is constrained to a maximum of 10 percent of any
region’s total annual generation although for some hours the value can far exceed
10 percent. The 10-percent generation limit represents concerns about regional
system stability in the presence of high proportions of rapidly varying intermittent
power. Consultations with experts suggested 10 to 15 percent as a practical
bound, even though levels this high have never occurred in the United States.
Third, after a review of several detailed regional estimates of biomass and wind
resource supply curves, we adjusted our supply curves to account for the cost
impacts of factors not considered in their original development. These factors
included the cost of more difficult or less productive terrain, increased
investments required in the existing distribution and transmission systems to
accommodate high levels of intermittents separate from interconnection costs, and
competition from alternative uses for wind and biomass resources. These costs
closely match the more detailed ones developed by State energy commissions and
other regional planning organizations.

The Kyoto analysis used cost estimates developed in 1997, at which time our estimate for
wind technology cost in 2010 was about $700 per kilowatt, declining from a base cost in
1998 of about $1,000 per kilowatt. However, in light of extensive additional information
on current wind cost and performance since the Kyoto analysis and based on actual new
wind capacity recently installed in the United States, in 1999 we raised the estimates of
current wind costs and slowed the rate of expected future declines. Although capital cost
information is very difficult to obtain, the average published capital cost for 350
megawatts of new wind capacity entering service in the United States in 1999 exceeded
$1,250 per kilowatt; we found no instance for which the cost was below $1,100 per
kilowatt. Furthermore, while we believe that wind technology will continue to improve,
we find no empirical evidence that it will reach $700 per kilowatt by 2010. Despite stated
expectations of large capital cost decreases for wind power, the installation of hundreds
of megawatts of wind power in the United States and thousands of megawatts outside the
United States in 1998 and 1999 resulted in ne concrete evidence of any discerible drops
in wind power costs. Thus, under the reference case assumptions underlying the Annual
Energy Outlook 2000, released in November 1999, we are of the opinion that wind power
costs are likely to remain above $900 per kilowatt through 2010. Comparing our
estimated costs to others, our estimate for 2010 is nearly 40 percent greater than the
estimate of $675 per kilowatt used by the Department of Energy’s Office of Energy
Efficiency and Renewable Energy (EE) but nearly 15 percent lower than current cost
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estimates for this technology. Our capacity factors for wind power average around 34
percent in 2010, very close to EE’s estimate for class 4 wind resources of 36 percent.

With respect to photovoltaics (PV), we assume PV would cost about $2,434 per kilowatt
and operate at a 28-percent capacity factor in 2010, a substantial decrease for a
technology whose current central station cost probably exceeds $4,000 per kilowatt at
less than a 20-percent capacity factor. While EE has a lower cost estimate of $1,500 per
kilowatt, they also assume a lower capacity factor of 21 percent for thin-film PV in 2010.
Adjusting for the difference in capacity factor, our assumptions provide total costs that
are comparable with those of EE. As discussed on Page 48 of the Kyoto report, small
scale and off-grid PV are even more expensive, less reliable, and less competitive than
central station PV. Information available from California and Maryland programs
supporting small-scale residential PV suggests an average, commercially-installed cost
above $8,000 per kilowatt today.

The major reason that renewables do not capture a bigger share of the market is
that they are not cost competitive with other alternatives, particularly advanced
gas technologies. Only when the carbon price becomes quite large do these
technologies become economical. We recognize that there arc many uncertainties
in projecting the future costs and performance characteristics of renewables,
particularly at the levels of expansion possible if the Kyoto Protocol emission
target is met. However, we have not unreasonably constrained or overestimated
the future costs of renewables. As noted above for fuel cells, it is possible that the
renewable technologies could have a larger role in distributed generation in some
niche markets where other factors change the underlying economics, particularly
if the costs decline; however, these will remain a small share of total energy
consumption over the next iwenty years. In the Annual Energy Outlock 2000,
these technologies are not competitive against retail electricity prices. We
continue to evaluate these markets.

Romm Assertion: FLAW #4: EIA uses the "highly inappropriate” DRI model for calculating
economic impact. As Dale Jorgenson and William Nordhaus wrote in April 24, 1997 in their
review of the Administration’s climate modeling effort—an effort that EIA participated in:

“The DRI model is probably the best known short-term forecasting model for the
U.S. economy. This model is especially appropriate for projecting the impacts of
monetary and fiscal policy over a time horizon of approximately two or three
years. For longer term projections, however, it is highly inappropriate and has
some important limitations that are well-known to the community of econoniic
forecasters. For example, the DRI long term projections are extremely sensitive to
assumptions about energy prices. This feature is totally at odds with most
empirical work and with the practice of government agencies that produce such
projections.”
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In spite of its deeply flawed modeling, the EIA study finds that if carbon tax revenue is recycled
through a reduction in either income or social security taxes, compliance with the Kyoto protocol
can be achieved with "no appreciable change in the long-term (GDP) growth rate".

EIA Response: The DRI macroeconomic model was used for the economic analysis of this study
because it better represents 2008 through 2012, the first commitment period of the Kyoto
Protocol, than do the alternative macroeconomic models. Also, in our judgement, it is the
best available macroeconomic forecasting tool to determine both the long-run, full
employment impacts of the Kyoto Protocol, as well as the mid-term adjustment impacts
that would occur as the U.S. economy and energy system undergo a transition to the
Kyoto Protocol. The EIA study includes both the impact on Potential GDP, which is the
long-Tun measure expressed in many macroeconomic models that is based on the
economy being at full employment, and the impact on Actual GDP, which reflects the
unemployment and inflationary aspects that conid occur in implementing the Kyoto
Protocol. To quote only the long-run impacts, which many studies have done,
underestimates the costs of achieving the Protocol. While Dr. Romm correctly quotes the
long-run conclusions of the economic analysis in the Kyoto analysis, it is important for
policymakers to recognize the transitional costs.

In our design of the project, we investigated two alternative macroeconomic
models and obtained results from one of them. These results were determined to
be not as reliable as the DRI macroeconomic results by both us and our panel of
independent expert reviewers. That panel inciuded William Nordhaus of Yale
University, William Hogan of Harvard University, John Weyant of Stanford
University’s Energy Modeling Forum, Michael Toman of Resources for the
Future, and Lorna Greening, a consultant to Hagler Bailly. It was Dr. Nordhaus®
suggestion to include the impact on both the Potential and Actual GDP and to
include both monetary and fiscal policies in our calculations.

Our study assumes that the Federal government will run an auction to sell carbon
permits and that it will recycle the funds back to the economy. The funds are
recycled back to consumers via an income tax (lump sum) or social security tax
rebate {reduction in the tax rates). This recycling has the effect of moderating the
possible impacts on the economy. If the Federal government chooses not to
recycle the funds and uses the collected funds to pay down the level of the Federal
debt, the near-term effects could be more costly than stated in our study.
Likewise, the EIA study assumes that monetary policy will respond to changes in
inflation and unemployment in 2 way which moderates the possible impacts on
the economy and returns the economy to its long-run growth path. Again, the loss
in output could be greater if the Federal Reserve only responds to changes in
inflation.
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Romm Assertion: FLAW #5: EIA’s long-term projections are invariably wrong and it is making
the exact same mistakes it made when EIA overestimated the cost of sulfur permits by a factor of
four just a few years ago. In particular, EIA notes that just a few years ago, ifs first analysis of the
cost of SO2 allowances under the Clean Air Act was projected at $423 a ton in 2000 (in 1996
dollars) rising to $751 a ton in 2010, "Currently, the cost of an allowance is $95 a ton, and
AEQ98 projects that the cost will be $121 a ton in 2000 and $189 a ton in 2010." Why was EIA
wrong?

"There has also been downward pressure on short-run allowance costs because generators
have taken actions to comply with the SO2 limitations earlier than anticipated.”

"There has been more fuel switching to low-sulfur, low cost-Western coal than previously
anticipated.”

Finally, technology improvements have lowered the costs of flue-gas desulfurization
technologies, or scrubbers.... The cost of 802 compliance was overestimated to a large
extent because compliance relied on scrubbing, a relatively new technology with which
there was little experience.”

These are exactly the reasons EIA is once again wrong by a factor of 4. They have forbidden all
energy users — and the federal government—to take any anticipatory actions. They have
overestimated the cost and underestimated the opportunity for fuel switching to low-carbon fuels
(like gas and renewables). And they have ignored the role of key technologies, including
cogeneration, fuel cells, and advanced end-use efficiency. Since this analysis has nothing to do
with how the government, businesses, or consumers will act in the real world, the study is wholly
irrelevant and has no bearing on "Impacts of the Kyoto Protecol on U.S. Energy Markets and
Economic Activity."

EIA Response: While analyses performed in the mid to late 1980s had everyone overestimating
the sulfur allowance costs that were ultimately realized when the Clean Air Act
Amendments of 1990 (CAAA90) went into effect, I must point out that we have been
correct in our analyses of other policy initiatives. When CCAP was formulated and
released in 1993, most analyses showed that CCAP would achieve its goal of stabilizing
net greenhouse gas emissions in the United States at 1990 levels by 2000. EIA was
soundly criticized when its first analysis including the impacts of CCAP projected carbon
emissions continuing to increase to 1,471 million metric tons in 2000; however, since
emissions in 1998 reached 1,485 million metric tons, our analysis appears to have been
more correct than others although we recogrize that the CCAP initiatives were not
funded to the extent initially requested.

There are many reasons why historical projections of SO, allowance costs, both EIA's
and others, have proven to be much too high. The key factors include changes in the
legislation not incorporated in early analyses, such as emissions banking and bonus
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allowances, falling emissions control technology costs, and much lower-than-expected
coal prices. By far the most important of these was the rapid decline in coal prices,
particularly for low-sulfur Western coal. The price of coal delivered to power plants
peaked around 1982, long before the passage of Clean Air Act Amendments of 1990
(CAAAD0), and has been declining ever since. However, analyses performed in the late
1980s and early 1990s underestimated the extent of the decline that continued into the
1990s. This is especially true for low-sulfur coal prices that benefitted from both
improved productivity at mines and declining rail rates. Between 1985 and 1990, average
real delivered coal prices to power plants, measured in dollars per ton, declined by 26
percent, and between 1990 and 1996, they declined by another 26 percent. This
unanticipated sharp decline in the price of coal has made it economical for plants to
switch to lower-sulfur coal. It has even encouraged many plants not originally included in
Phase I of the CAAA90 to opt in before Phase II begins in 2000.

It is not clear whether the passage of the CAAAS0 had any influence on coal
prices. However, it is clear that any study is limited by the uncertainty about
future changes in energy markets. It is for this reason that EIA's analysis of the
Kyoto Protocol includes 18 cases. Each of these cases illustrates the impacts of
key assumptions on the results. For example, there are six cases incorporating
different U.S. carbon reduction targets in 2010, ranging from 24 percent above
1990 levels (1,668 million metric tons) to 7 percent below 1990 levels (1,243
million metric tons). These cases represent different levels of energy-related
reductions needed within the United States to reach the various targets. The
remainder of the reductions would be obtained from international activities,
carbon-absorbing sinks, and offsets from other gases included in the Protocol.
These cases show the importance of various efforts to reduce domestic carbon
emissions. The range of cases is also designed to reflect the uncertainties
concerning the various flexibility measures in the Protocol, for which the rules
and procedures have yet to be determined. In the 24-percent-above-1990 case,
where extensive international trading of carbon permits and other flexibility
measures account for about 80 percent of the reductions, the carbon price is only
$67 per metric ton in 2010. In the 7-percent-below-1990 case, where all
reductions are made through domestic, energy-related carbon emissions, the
carbon price is nearly $350 per metric ton.

There are additional sensitivity cases which examine the impacts of alternative
economic growth, technological progress, and consumer responsiveness
assumptions; and also cases which examine the impacts of allowing or not
allowing new nuclear or biomass to be built; maintaining some portion of the
domestic coal industry; and representing the effect of national competitive
electricity pricing. Each case is designed to illustrate the potential impacts of
many of the very real uncertainties in fiture energy markets.



143

The technology sensitivity cases are of particular interest, considering Dr.
Romm’s claim that we ignored the role of technology improvements, including
advanced end-use efficiency. For the 9-percent-above-1990 case, in which carbon
emissions in 2010 reach 1,462 million metric tons, we looked at the impacts of
slower and more rapid technology development. The high technology case
includes more optimistic assumptions on the costs, efficiencies, market potential,
and year of availability for the more advanced generating and end-use
technologies and also includes carbon sequesiration technology for coal- and
natural-gas fired generation. The low technology case assumes that all future
equipment choices are made from the end-use and generation equipment available
in 1998, with building shell and industrial plant efficiencies frozen at 1998 levels.
In the low technology case, total energy consumption is higher by 1.5 quadrillion
Btu, or 1.5 percent, in 2010 than in the 9-percent-above-1990 case with reference
technology assumptions, and the carbon price in 2010 is increased from $163 per
meiric ton to $243 per metric ton. This clearly demonstrates the amount of
technology improvement available with our reference case assumptions. In the
high technology case, total energy consurmption is lower by 2.1 quadrillion Btu, or
2 percent, in 2010, and the carbon price is reduced from $163 per metric ton to
$121 per motric ton, illustrating the potential for advanced technologics.

Reducing U.S. carbon emissions will be a complex undertaking with many
uncertainties. Each of the cases in EIA's report examines the impacts of
alternative assumptions in a key area of uncertainty, and the number of cases
presented reflects our concern for presenting a balanced analysis. It is not intended
that the results of any single case be highlighted. Rather, the results of each of the
cases should be examined to gain an understanding of the factors that will
influence the costs to the United States to meet the commitments of the Kyoto
Protocol, if it so chooses.

Any analysis, particularly one providing projections of future energy market
trends, is subject to a wide range of uncertainties and potentials for error. This is
one reason why EIA provides a number of alternative cases, both in the Kyoto
analysis and in its Annual Energy Outlook. Each year we also review past
projections, compare them to history, and publish the results. This review is also
used as a means of evaluating and improving our methods and projections in the
future. As a further check on our work, we compare our projections to those of
other organizations, also publishing themn in the Annual Energy Outlook and the
Kyoto report. In the Kyoto report, the alternative projections were carefully
reviewed and a lengthy analysis prepared on the differences among the projections
and the underlying causes, in order to further enhance the value of the document
to policymakers.
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Thank you for the opportunity to respond to these questions. We will be happy to provide you
with any additional information on these topics.

Sincerely,

%w\? el

Jay E. Hakes
Administrator
Energy Information Administration

cc: The Honorable Dan Burton
The Honorable Dennis Kucinich
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Via Facsimile

Robert Perciasepe,

Assistant Administrator, Office of Air and Radiation
1200 Pennsylvania Avenue NW

Washington, DC 20460

FAX: (202)501-0986

Dear Mr. Perciasepe:

1 am writing to request written comments on the impact that the expected growth in the

Internet economy is expected to have on both national energy demand and our ability to reduce
carbon emissions.

On February 2, 2000, the Subcommittee on National Economic Growth, Natural
Resources, and Regulatory Affairs of the House Committee on Government Reform is having a
hearing on this subject and has invited Jay Hakes, Administrator of the Energy Information
Administration, Mark Mills of Mills, McCarthy and Associates, and Joseph Romm, Executive
Director of the Center for Energy and Climate Solutions to testify on the issue. I am aware that
on December 15, 1999, fohn A. "Skip" Laitner of the EPA prepared a working paper on this
issue. Because the EPA has expertise in this area and the subcommittee has not invited anyone
from the Administration to testify, I would like your comments on the issue.

If you have any questions with regard to this request, please contact Elizabeth Mundinger
of my staff at (202) 225-5051.

Thank you, in advarnce, for your assistance in this matter.

Sincerely, .

Denms () Coc i

Dennis Kucinich
Ranking Minority Member

Subcommittee on National Economic Growth
cc Subcommittee members
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S UNITED STATES ENVIRONMENTAL PROTECTION AGENCY
g M E WASHINGTON, D.C. 20450
%%'L ;acﬁﬁ ’
AT B oo
GFFICE OF
AIR AND RACIATION
Homorable Dennis Kucinich
Ranking Minority Member

Subcormmittee on National Economic
Growth, Natural Resources, and Regulatory Affairs
Committes on Government Reform
U.S. House of Representatives
Washington, DC 20515-6143

Dear Mr. Kneinich:

T am pleased to respond to your Jamuary 27, 2000, request for our comments on the
expected growth in the Internet econonty and its resulting impact on national energy demand. 1
am attaching a draft analysis prepared by my staff on the issue. This preliminary analysis isa
work in progress that was presented at a Clean Air Federal Advisory Subcommittee meeting in
February. EPA is actively inviting peer-reviewed comments and suggestions.

This draft analysig indicates that the economy is changing as z result of the transition to an
information-baged economy. Preliminary evidence swnmarized in the draft study from the last
thres years seems to indicate that this transition may have an environmentally beneficial impact on
the nation’s encrpy consumption: the economy is adding more value in ways that seem to be using
less energy. This seems to suggest the possibility that these changes identify a trend toward a
somewhat staller level of energy constmption compared to current economic projections (i.e.,
that energy use will grow more slowly than previous forecasts bave indicated). If this proves to be
ihe case, then the information economy, together with more investments in energy efficient
technologies, will benefit the nation’s air quality and the global climate while continuing to
increase our overall competitiveness.

In closing I would like to note that, EPA and DOFE are working with a number of
industries to encourage the development and adoption of a wide range of energy saving products,
many of which apply the same engineering techniques used by the information and
communication technologies. These volmtary industry partoerships increase the nation’s overall
energy efficiency by promoting the use of energy efficient technologies, including Energy Star
cotnputer systems and other office eguipment.

Intarnat Addross (URL) » http:/iwww.apa.goy
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I hope that this background proves usefut to the Subcommittes. Please lot me know how
else we might be helpful in this regard.

t Ly, /}
ezl
Robert Perciasepe

Assistant Administrator
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The Information and Communication Technology Revelution:
Can It Be Good for Both the Economy and the Climate?

Discussion Draft

John A, "Skip" Laitner
EPA Office of Atmospheric Proprams
Washington, DC

Decembet 15, 1999
(Revised January 31, 2000)

Abstract

"The economy has shown a surprising decline in the rate of the nation’s energy intensity over the past
three years, Measured as the mumber of Btu’s per dollar of Gross Domestic Product (GDP), the average
annual rate of change is about -3.4 percent for the period 1996-99. In absofute terms this is significantly
greater than the -2.6 percent rate of change in the 1973-86 "oil otisis” period. It is all the more surprising
given the absence of any significant price signals or policy initiatives. Several recent papers have
attempted (o explain the change. One group of analysts cites the weather as the major contributor to the
reduction in the nation’s energy intensity while a second group references structiral change as a primary
driver. The latter refers fo major shifts away from the enetgy-intensive industries as a source of
economic well being, toward the less energy-intensive commercial services and light manufacturing
segments of the econory.

This preliminary analysis is a further inquiry into this issue. The draft analysis extends the idea of
structural change by examining the specific influence of the explosive growth within the information and
communication technology (ICT) sectors. Preliminary evidence suggests that the growth in the ICT
sectors = including the production of computers and peripheral equipment, software and programming
services, communication services, and elsctronic commerce — may explain a significant part of the sharp
decline in energy intensity. Moreover, continued growth in these sectors may lessen the growth in
energy consumption compared to mainstream economio forecasts. Based upon a "first approximation”
of the potential impact of structural change, mainstream projections of energy and carbon emissions may
be overestimated by about 5 quads and 80 MtC. At the same time, the paper raises questions about the
need to measure and evaluate the direct and indirect impact of ICT sectors on the nation’s energy use
(and the resulting emission of energy-related greenhouse gases), This draft report is a work in progress

for which the author actively invites co ts and jons,

o)
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The Information and Communication Technology Revolution:
Can It Be Good for Both the Eeonomy and the Climate?

The deepest innovations, the ones that are mast transforming of aur condition, are the ones that are least anticipated or predicted.
beganiol ine £o inthe 13308 was oo far ahead of hig tima), but even as the first ones wers being bullt duri
ne one imag} their p Hal clvilian i When the first mainframes were bulll, no one imagined the PC or the ubiguite
Even inthe 1880s when FCs came out for the wider market, few imagined the Intemet. Yet that progression of innovations is pro

having a greater impact on our lives than anything else of the 20ih century. So much for long-term forecasting!

Stephen J. DeGanio (1999)

Introduction '

Since 1960 17.8. energy consumption has increased at roughly 63 percent of the rate at which the
nation’s economy has grown, In effect, the nation’s energy intensity has declined at an average
rate of -1.1 percent in the vears 1960 through 19962 For the years 1996 through 1999, however,
this trend took a sharp tum, changing at the rate of -3 4 percent per year. In absolute terms this is
significantly greater than the -2.6 percent rate of decline that occurred in the “oil crisis" years of
1973 to 1986 (Energy Information Administration, 19993 and 1999b).

The sharp decline in E/GDP in the years 1996 through 1998 has generated sirong interest among
analysts, Some attribute the majority of the change to weather. Boyd and Laitnexr (1999),
however, suggest structural change as a major influence. A separate analysis by Laitner (1999a)
indicates that weather accounts for only 25 percent of the change in the nation’s energy intensity.
Even with this correction it appears that the last three years show a rate of change similar to that
of the 1973-86 period -~ in the absence of any significant price signal or major energy policy
initiatives.

Clearly three years of data are not sufficient to confirm whether the change is a real trend rather
than a simple anomaly. Yet, a nunber of analysts suggest that sigoificant structural change may
be real. Such change, in fact, may be driven by recent developments in the information and
communication technologies, especially from the economic activity supported by electronic
commerce. (Romm, 1999; Koomey, 1999; and Ronmn, Rosenfeld, and Herrmann, 1999).

} This draft analysis is n preliminary inquiry specifically designed to invite comments from a wide variety of

analysts within the economic and energy policy community, Your comments and insights are actively invited.
Pleasc send them to: Skip Laitner, (202) 564-9833, or by email at Laitner. Skip@epa.gov.

* The nation’s snergy intensity is usnally measured as the nurber of Btus of primary per dollar of GDP. The dollar

value is denominated in chained 1992 dollars. In 1960, for example, this E/GDP ratio was 19.36 thousand Btus

(kBius) per dollar of GDP. By 1996 the ratio declined to 13.10 kBtus, In 1999 the ratio is estimated to be 11.83

KBtus per dollar.
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This paper is a preliminary inquiry that addresses the question of whether the explosive growth

of software and information technologies can significantly reduce the nation’s energy use (with

concomitant reductions in energy-related carbon emissions). More important, are these reduced
energy intensitiss ones that enhance sconomic well being for the United States?

In 1970 the Internet consisted of just four university campuses commected by a highly limited
network. Today it supports $300 billion in electronic commerce reverues (Iwata, 1999),
Forrester Rasearch (1999) suggests that by 2003, business to business commerce revenues will
growto $1.3 trillion. Both the Internet and the production of information goods and services are
supported by an even larger set of industrial and commercial sectors (Henry, et al, 1999; and
OECD, 1999). Yet, we know very little about the potential impaet of these goods and services
on the nation’s rate of energy consumption. Admittedly, there are a number of data problems
that limit any first attempt to evaluate that issue. Nonetheless, we can establish a reagonable
analytical framework to illustrate or highlipht the potential of the information age to increase the
nation’s energy productivity.

An Analytical Framework

Both Henry, et al (1999) and the OECD (1999) offer working definitions of what might
constitute the information and communication technology (ICT) industry. Among the many
segments are the production of computers and peripheral equipment, software and programming
services, communication services, and glectronic commerce involving both the Internet
(including the world-wide web) and the many private and public-sector Intranets. Although it is
difficult to agsign 8 firm value to the cutput of these combined sectors, for purposes of this
analysis, and loosely following the information from the Department of Commerce (Henry, et al,
1999), the OECD (1999}, and Iwata (1999), a working value of about $1.0 trillion will be
assigned.

Dirawing from the1996 input-output rejationships within the U.S. economy, it appears that pross
economic otitput is about $13.4 trillion (about twice the nation’s GDP). Hence, the working
definition of the ICT sector means that about 7.5 percent of output is generated from the
production of information goods and services. Energy expenditures constitute about 4.4 percent
of total output. For ICT it appeats to be about 0.8 percent (i.e., not very energy intensive).!

Drawing from the Annual Energy Outlook 2000 projections (E1A, 1999), the nation’s energy use
by 2010 is expected to grow by about 13.4 percent over the year 2000 level of consumption. In
simplified terms, the increase in energy use is determined by 2 yearly economic growth rate of
2,32 percent and an average annual change of -1.04 percent in the nation’s energy intensity.

' Since value-added is approximately 50 percent of total gross output, this implies that energy expenditures are
roughly 8 percent of GDP. In addition, OBCD suggests that ICT-producing sectors are about § percent of U.S, GDP
in 1998, conttibuting about 35 percent of the growth. This implies that the assumption of a §1 trillion gross output
for the ICT sector is reasonably in line with the OECD estimate.

2
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Starting with this information we can set up an analytical framework to help us explore the
potential energy impact of a sectoral shift in favor of the ICT sectors. For purposes of this
analysis, let us examine the following initial conditions that appear to hold for the AEO 2000
reference case: (i) the economy-wide rate of expansion is 2,32 percent per vear; (ii) normal
efficiency improvements across all sectors will reduce the nation’s energy intensity by -0.92
percent per year; (iif) the non-ICT gectors of the economy (with a 92.5 percent market share in
the year 2000) will grow at 2.22 percent annually; and (iv) the ICT sectors (with an initial 7.5
percent market share in the year 2000) will grow at 4.00 percent annually.

Iustrating the Growih of the Information and Communication Technology Sectors on the
Nation’s Overall Energy Use in the Period 2000 throngh 2010
Average Annual Growth | Average Annual Growth Rate in 2010 Energy Consumption
Rate of ICT Sectors Nation’s E/GDP {Quads)
Assuming a 2.32 percent overall economic growth
0.040 -0.0104 111.26
0.060 ~0.0120 109.46
0,080 -0.0139 107.32
0,100 -0.0163% 104.80
0.126 -0.0191 101.83
Assuming a 2.6 percent overall economic growth
0.040 -0.0102 114.54
0.060 -0.0117 112.73
0.080 ~0.0136 110.60
0.100 -0.0159 108.07
9.120 ~0.0186 105.1¢
Assuming a 3.0 percent overall economic growth
0.040 -0.6099 11942
0.080 -0.0114 117.62
0.080 -0.0132 115.48
0,100 -0.0154 112.96
0.120 -0.0180 109.99

‘With these parameters established for the reference case, it turns out that stritctural change
combined with normal encrgy efficiency improvements will induce a slightly faster change in the
nation’s overall energy intensity. In short, the 4.00 percent growth in the ICT sector — compared
to overall economic growth of 2.32 percent — means that the E/GDP ratio will change at an
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average annual rate of -1.04 percent instead of -0.92 percent annually. Assuming the same 2.32
percent rate of overall economic growth in the years 2000 through 2010, energy consumption
would increase by 13.36 percent by the year 2010 (rising to 111.26 quads in 2010 compared to a
year 2000 estimate of 98.15 quads).

The table above shows how different levels of growth in the ICT sector might shape a different
level of energy consumption than normally predicted. It also highlights the very real prospect
that an accelerated ICT-sector growth might drive 2 more rapid overall economic growth, shown
in the table as both a 2.6 percent and a 3.0 percent average annual growth rate.

The first third of the table shows how structural change might affect U.S, energy consumption if
we continue to assume the mainstream forecast of an annual 2.32 percent rate of growih in the
nation’s economy. For example, if the ICT sectors grow at 10 percent annually, and if we
assume no other efficiency improvements within the overall economy, then the nation’s energy
intensity would change by -1.63 percent. The implication here is that energy consumption in the
yeat 2010 would then be onty 104.88 quads, about 5.7 percent below the forecasted level for year
2010 but still 6.9 percent about the anticipated level for the year 2000 (or 98.15 quads).

On the other hand, the last third of the table shows how structural change might affect U.S.
energy consumption if we assume an annual 3.0 percent rate of growth in the nation’s economy.,
Presumably, this higher level of growth would be driven by the growth in the ICT-sectors of the
economy. Again, the analysis holds constant the change attributable to energy efficiency gaing at
-0.92 percent per year. In this case, if the ICT seetors grow at 8.00 percent annually, the average
annual growth in E/GDP will be -1.32 percent. Energy use would be expected to jump to 115.48
quads by 2010. But if the ICT sectors were fo grow at a 12.00 percent annual rate, and if we
again assume no other efficiency improvements within the overall econorny, then the nation’s
energy use would increase to only 109.99 quads 2010. Here the structural change would drive
the nation’s energy intensity to change by -1.80 percent per year.

Regardless of assumptions about overall economic growth, it is clear that structural change
driven by growth of ICT products and services will be an important force in determining the
nation’s overall energy use.

Further Comments

In the period 1990 through 1997, the rate of growth in the nation’s economy averaged 2.6 percent
per year. In contrast, the ICT-sectors — not including Internet and electronic comumerce sales —
grew at an average rate of 13.5 percent (Hemy, et al, 1999). The OECD (1999) indicates that
ICT-producing industries experienced a robust 10.4 percent average annual growth in a similar
period of time. Estimates for electronic commmerce also reflect double digit growth rates (Iwata,
1999; OECD, 1999). Hence, it appears that structural change may account for a significantly
larger fraction of improvement in the nation’s energy intensity.

At the same time, it appears that the nation’s overall economic growth may surpass recent EIA
estimates for precisely that same reason. If we assume an economic growth rate of 2.6 percent
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over the period 2000 through 2010 for the economy as a whole, and a 10 percent Increase in the
ICT sectors, then E/GDP might be expected to decline by 1.59 percent. This, in turn, would lead
to an expected only 108.07 quads of energy use by 2010. This is a 3.19 quad reduction
compared to the AEO 2000 reference case forecast.

Vet, electronic commerce may increase the normal rate of energy efficiency improvements as
indicated by Romun, Rosenfeld, and Herrmann (1999). What might happen should these benefits
increase the energy efficiency improvements such that EAGDP declines by an average annual rate
of -1.25 porcent rather than -0.92 percent? In that case, the 10 percent growth rate in the ICT
sectors, coupled with the larger gains in energy efficiency just described, implies that F/GDP will
decline an average of -1.91 percent per year.!

In ¢nergy terms, the difference between these two scenarios is significant. Inthe EIA reference
case energy consurnption js projected to be 111.26 quads in 2010, Assuming both a higher GDP,
a slightly higher rate of efficiency improvement, and greater structural change as described above
(as a result of the growth in the ICT-sectors), energy use would be only 104.57 quads. This is a
6.69 quad difference between the two projections. Assumming a carbon/energy ratio of 16 million
metric fonmes (MtC) per quad, this implies a carbon emissions projection that is about 107 MtC
lower by 2010.

From a policy perspective, a 6.54 percent growth (in the years between: 2000 and 2019) is more
manageable with respect to encouraging policies that support greenhouse gas reductions. For
cxample, if the nation supports policies and programs that encourage a change of, say, a-1.75
percent rather than the projected -0.92 percent growth rate, and assuming 10 percent growth in
the ICT sectors, energy use in the year 2010 would be only 1.26 percent above the year 2000
level. Yet, this analysis and many others raise more questions than they provide answers,
Among the shortcomings, in no particular order, are the following issues:

[¢3) The analysis addresses the potential benefits from large-scale structural change, but it

‘ does not reflect any significant substitution effects. For example, if households order
more groceties, books, clothing and other consumer goods through the growing electronic
commerce channels, can we expect their own energy expenditures also be reduced when
compared to their previous purchasing patterns?

@) Would a better definition and measurement of the ICT-sectors, from both an econwomic
and an energy perspective, either weaken or improve the supposed benefits that are
described i1 the scepario analysis above?

! There is at least one analysis suggesting that the internet economy wonld actually increase the nation’s eneryy
consumption. However, at EPA’s request, hers at the L. Berkeley National Laboratory (LBNL)
evajuated the assumptions behind such 2 conclusion. The LBNL review found that the analysis overestimated the
energy intensity of the internet by a factor of eight. See Koomey, 1999b.

5
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(3) ‘What are reasonable estimates of the anticipated ICT-sector growth rates, especially at the
sub-sector level of the economy? How will these growth rates influence economic
activity in other sectors of the economy?

(4)  How will competition and innovation within the ICT-sectors affect productivity gains
throughout the nation’s economy? How will they impact other inflationary pressures?

(5) s there a rebound effect that might be expected to diminish the energy savings benefit of
the ICT-driven structural change? Studies on this issue suggest a small but important
impact that might offset gross energy savings by perhaps 2-3 percent (Laitner, 1999b).

5] Are there other tradeoffs not anticipated by the transition to an information-age economy,
incloding a change in distributional benefits, a change in consumer or producer surpluses,
the increased reliance on imported or eritical materials, and other environmental and
economic impacts?

(7)  Will the resources devoted te ICT-infrastructure improvements reduce the oppertunities
for improvement in other sectors of the economy?

Conclusions

By 2006, nearly half of the U.S, labor force will be employed by industries that are either major
producers or intensive users of information technologies and services (OECD, 1999). This
implies a significant opportunity to encourage significant structural change in a way that
enhances both economic output and climate benefits.

Notwithstanding the analytical weaknesses of a “first approximation,” several conclusions seem
to emerge. First, given the accelerated growth in the ICT-sectors of the economy, overall
economic activity may increase sigoificantly faster than typically is assumed by mainstream
forecasts. This will have the tendency to increasc expected levels of encrgy consumption and,
therefore, greenhouse gas emissions. Second, the explosive growth in the ICT-producing sectors
of the economy may prompt large structural changes that can reduce overall energy consumption.
Tt appears that the latter influence may provide a net beneficial impact on the economy than is
otherwise suggested within the literature. Based upon this "first approximation” this difference
may be on the order of 5 quads and 80 MtC for the year 2010. However, a large number of
analytical issues must be addressed before any confidence interval level can be assigned to the
anticipated net benefits for both the economy and climate change.
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February 9, 2000

Via Facsimile

Mr. Joseph Romm

Executive Director

Center for Energy and Climate Solutions
2727 29" Street, NW - 218

Washington, DC 20008

FAX:(202) 483-1062

Dear Mr. Romm:

Thank you for testifying at the Subcommittee’s hearing on the Kyoto Protocol and the
Internet. I was very interested in your testimony and am sorry [ was unable to stay for the
question and answer period.

As discussed at the hearing, I would like to ask you a few questions for the record. Please
answer the following questions:

1) You testified about the phenomenon that arose in the last few years when the economy grew
quickly while energy use did not. You testified that this could be evidence of a trend towards a
more energy efficient economy. Have any other countries indicated that they can sustain

economic growth without an increase in energy use or is this phenomenon limited to the United
States?

2) If this trend continues, would it make it easier and cheaper for us to reach the goal of
greenhouse gas emission reductions set out in the Kyoto Protocol?

3) Mr. Hakes testified that utility deregulation may lead to declining electricity prices, and if so,
increased energy use. Given the status of utility deregulation efforts in many states, and pending
federal deregulation legislation, what is your analysis of the effect of deregulation on future
energy demand and greenhouse gas trends?

4) You mentioned that the Internet could lead to gains in energy efficiency. Could you give us
some examples of how the Intemet could make us more efficient?
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5) Are there any other comments that you would like to add?

Thank you, in advance, for your assistance in this matter.

Sincerely,

. . .
DWW\Q (). I&J\C‘ t\r\\‘/‘-“
Dennis Kucinich
Ranking Member

Subcommittee on National Economic Growth,
cc Members of the Subcommiittee Natural Resources, and Regulatory Affairs
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February 26, 2000
TO: ELIZABETH MUNDINGER
FROM: JOSEPH ROMM
RE; ANSWERS TO QUESTIONS

Sorry for the delay, but I've been traveling, Thope these aren’t too lats.

1. A number of other countries have reduced greenhouse gas emissions in recent years even as their
economy has kept growing. For instance, from 1996 to 1998, China’s emissions of carbon dioxide
from fossil fuels dropped 7% while their GDP grew by some 16%. Over the same period, Germany’s
emissions dropped 5%, while GDP grew 4%, and the United Kingdom’s emissions dropped 7.5%
while GDP grew 5.5%. This js very suggestive that many different types of countries can have
economic growth without a comparable rise in emissions.

2. 1f the trend continues of the Internet driving a more efficient economy and slower greenhouse gas
growth, it will be sasier to reach our reduction targets set out in the Kyoto Protocol. The key point is
that if our growth in emissions hag slowed compared to traditional forecasts, then less effort will be
required to meet our targets, since less overall reduction will be required. It seerns likely based
sirply on flaws in their modeling that ELA has overestimated the cost of carbon dioxide permits by
the same margin they overestimated the cost of sulfur permits a few years ago——a factor of 4. If they
have also overestimated the growth in greephouse gas emissions over the next 10 years, however,
then the cost of carbon permits may be lower still,

3. In the short-term, deregulation has not been good for energy efficiency, because it has led to the
dramatic reduction of utility d d side nient (DSM) programs, which were very successful
in promoting energy efficiency. Over the next several years, however, [ believe that deregulation will
prove to have a powerfully beneficial effect on energy efficiency, that will more than compensate for
the decline in DSM programs and the impact of declining electricity prices on energy demand.

Because of deregulation, a new trend has emerged that is revolutionizing corporate energy efficiency
investments. Companies are starting to outsource their power needs altogether. In 1999, Ocean Spray
announced a $100 million deal with the energy services division of Enron, an energy company based
in Houston. Enron will use its own capital to improve lighting, heating, cooling and motors and to
invest in cogeneration (the simultaneous generation of electricity and steam onsite, which is highly
efficient). Ocean Spray will save millions of dollars in energy costs, have more reliable power and
cut pollution, without putting up any of its own capital. Owens Corning, the fiberglass insulation
manufacturer, later announced a similar $1 billion deal with Enron, Many other energy service
companies are taking a similar approach. Pacific Gas and Electric (PG&E) Energy Services
announced a deal last year with Ultramar Diamond Shamrock, to cut the oil refiner’s energy costs by
$440 million over the next seven years, Most of the savings would come from capital investments by
PG&E in ensrgy efficiency and cogeneration. Some companies, like Sempra Energy Solutions, have
even gone so far as to finance, build, own and manage the entire energy system of a customer.

The potential impact of this trend is enormous. Companies like Ocean Spray, Owens Coming, and
Ultramar would typically make investments in energy-efficient equipment only with a payback of a
year orso. The energy companies they signed n long-term contract with, Enron, and PG&E,
however, will make much longer term investments, typically with a five- to seven-year payback, but
sometimes as high ten years. This allows a great deal more energy efficiency to be achieved.
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These energy outsourcing deals are quite new. Few engendered much investment in new capital
before 1998. I believe that these deals will grow very rapidly in the next few years, and are likely to
ultimately achieve savings well beyond that of DSM programs. This is particularly true for two
reasons. First, traditional DSM often focused on retrofitting individual electricity-using components,
whereas outsourcing encourages a whole systems approach to efficiency covering all fuels, an
approach that can achieve deeper savings at lower cost. Second, traditional DSM did not in general
encourage cogeneration, as the outsourcing deals do. And cogeneration combined with energy
efficiency can cut the energy o ption of a building or factory by 40% or more in a period of just
a few years, If this scenario comes to pass, then energy outsourcing—and hence utility
deregulation—will have a major impact on improving the nation’s energy intensity in this decade.

4. One way the Internet Bconomy may be contributing to increased energy productivity is that the
Information Technology sector, which includes computer manufacturing and software, is not very
energy intensive (compared to sectors such as the paper industry and construction). If the IT sector
continues to generate a large fraction of our economic growth, EPA projects that this alone will
reduce energy consumption in 2610 by 5% compared to current forecasts.

Another big impact probably comes from business-to-business e-commetce. As mote companies put
their supply chain on the Internet, and reduce inventories, overproduction, upnecessary capital
purchases, and mistaken orders, they achieve greater output with less energy consumption. Fed
Chairman Alan Greenspan told Congress in June “Newer technologies and foreshortened lead-times
have, thus, apparently made capital investment distinctly more profitabl bling firms 1¢ sub.
capital for labor and ather inputs far more productively than they could have a decade or two age.”

Compared to traditional companies, internet firms require less square footage and, we calculate, under
one-tenth of the building energy consumption per dollar of sales. Mark Borsuk wrote recently in the
Industry Standard that Wall Street will "demand that retailers curtail new store growth, reduce the
number of locations, and shrink store size.” Firms like IBM and AT&T are reducing office square
footage for their mobile workers because of the Internet. We believe the Internet Economy could
uitimately render unnecessary as much as 5% of U.S. commercial floor space, saving considerable
energy used for construction, heating, cooling, and lighting,

The Internet can foster what we call “e-materialization,” as newspapers, catalogues, and CDs are
being partly replaced by websites and downloadable files. Online B-to-B anction sites can make the
economy run more efficiently (for instance, the National Transporiation Bxchange is now auctioning
off empty space on cargo trucks).

5. My two main theses were that ELA is overestimating the growth of greenhouse gas emissions and
that the Internet is making the economy more efficient in its use of energy, not less. In December
1999, EIA predicted (in its dAnnual Energy Outlook 2000) that U.S. carbon dioxide emissions would
rise 2.3% in 1999. EIA’s most recent data (from its Monthly Energy Review for February 2000)
suggest that growth rate is high by a factor of 2,

In the February 23, 2000 issue of the Wall Street Journal Interactive edition, Mark Mills wrote
“Adrcraft and truck fleets have gained fuel savings from intelligent routing and dispatch. We are only
at the beginning of a world of smart imbedded and networked chips in practically everything from
refrigerators to machine tools. The collective effect of such efficiency is to build in more resilience to
energy commodity price swings.” The Internet Economy and IT lead to more efficient use of energy.
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ONE HUNDRED SIXTH CONGRESS

Congress of the TUnited States

Houge of Representatives
COMMITTEE ON GOVERNMENT REFORM
2157 RaYBURN HOUSE OFFIGE BULDING
WasHinaTon, DC 20515-6143
MAzRTY (202) 2285674

Moy 202)208-8081
Y 022256052

February 9, 2000

Mills-McCarthy & Associates

8319 Kerry Road

Chevy Chase, MDD 20815
FAX: (301)718-7806

Dear Mr. Mills:

HENRY A, WAXNAN, GALIFGRNIA,
PANKING MINORITY MEMBER

TOMLANTOS, CALIFORNIA
ACBERT £ WIST, Jn, WESY VIRGWA
MAJOR . OWENS, NEYW DR
SOOLPHUS TOWNS, NEW YORK

A, B XANGORGK), PENNSYLVANA
PATSY T MINK, HAVAAL

JOHNF TIERNEY, MASSACHUSETTS.
S TURNER, TEXAS

THORAS K. ALLEN MAINE
HARGLD E £ORD. . TENNESSER
JANICE D. SCHARGWSKY, ILLINGIS

‘BEANARD SANDERS, VEAMONT.
WOEPENDENT

Thank you for testifying at the Subcommittee’s hearing on the Kyoto Protocol and the
Internet. I was very interested in your testimony and am sorry [ was unable to stay for the
question and answer period.

As discussed at the hearing, I'would like to ask you a few questions for the record. Please
answer the following questions:

1) You performed your analysis of the energy implications of the Internet for the Greening Barth
Society. What is the Greening Earth Society?

2) Was the Greening Earth Society created by the Western Fuels Association?

3) Who are members of the Western Fuels Association?

4} Are any of the members coal utilities?



161

Thank you, in advance, for your assistance in this matter.

Sincerely,

Denrs K Coeiin

Dennis Kucinich
Ranking Member
Subcommittee on National Economic Growth,
cc Members of the Subcommittee Natural Resources, and Regulatory Affairs
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MILLS - Mc CARTHY & Associates

8319 Kerry Road, Chevy Chase MD 28815
391 718-9600 (Fax 381 718-7806)

February 15, 2000

VIA FACSIMILE

Honorable Dennis Kucinich

Subcommittee on National Economic Growth,
Natural Resources, and Regulatory Affairsg

U.S5. House of Representatives

2157 Rayburn House Office Building

Washington DC 20515-6143

Dear Mr. Kucinich:

It was a pleasuxe to testify before the Subcommittee. I too
regret that you were unable to stay longer to engage the discussion of
the issues.

Regaxding the four questions in our letter of February 9, 2000, I
should first note for the record that my analysis of these issue has
been, and continues to be for a broad variety of clients. The Greening
Barth Socilety commissioned one specific document (“The Internet Begins
with Coal”) that encompasses some, but far from all, of the aspects of
my work in this field.

With respect to the organizational questions about the Greening
Earth Society and Western Fuels Association; I have no special
knowledge about these organizations. For the information you seek
about these oxganizations, I recommend your staff visit the relevant
eites on the World Wide Web. If additional information or
clarification is required, I strongly suspect that a phone call to Fred
Palmer, the head of both those organizations, would elicit an eagerness
to provide the information you seek.

Respectfully,

ark P. Mills
President, Mills McCarthy & Associates Inc.

c¢. Members of the Sub¢ommittee
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ASSOCIATION
: INC.

The National
Fuel Supply
Cooperative

Fredrick D, Paimg
Genemlr m Mmg::mzd February 15, 2000
Ghief Exscutive Offtcer

The Honorable Dennis Kucinich

Ranking Member

Subcommittee on National Economic Growth
Natural Resources, and Regulatory Affairs

U.S. House of Representatives

2137 Rayburn House Office Building

Washington, DC 20515-6143

Dear Mr. Kucinich:

Mark Mills, President of Mills McCarthy & Associates, Inc., has provided
me a copy of your February 9, 2000, letter requesting from him a written
response to four questions. They concern his relationship with Greening Earth
Society, Greening Earth Society’s relationship to Western Fuels, our
membership, and the nature of our members’ business. I want to take this
opportunity to respond. I request that my response be made a part of the
Subcommittee’s hearing record on the Kyoto Protocol and the Internet.

. Greening Earth Society was created by Western Fuels Association on
Earth Day {April 2224} 1998, In the press announcement, on the GES website
{(www. greemngearthsoczety org), and in all of Greening Earth Society’s d1sp1ay
advertising if is clearly stated, “GES is the creation of Western Fuels
Association, Inc., a not-for-profit fuel supply cooperative comprised of
consumer-owned utilities.” GES also enjoys individual members and has
attracted support from a number of consumer-owned utilities.

As the former mayor of Cleveland, Ohio, you among all of your peers can
" no doubt appreciate the significance of our relationship to consumer-owned
utilities because of your role in defending your local, consumer-owned,
municipal utility against encroachment by investor-owned utilities.

Western Fuels operates on a not-for-profit basis to supply coal to our
member/owners’ power plants for the generation of electricity. We were createc
as a direct consequence of the policies and programs of the Carter
Administration in the mid-1970s that encouraged consumer-owned utility
investment in coal-fired generation as a principled and good faith response to
Project Energy Independence.

PO Box 33424 . Denver, CO 802353424  « 'i‘elephone 303/450-9976  w Pax 303/4501042 «  B-mail wialakewood@pcisysnet
4301 Wilson Boulevard, Suite 305 w Ariington, VA 22203-4193 « Telephone 703/907-6160 » Fax 703/907-6161 w E-mail wia@westernfuelsorg
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The Honorable Dennis Kucinich
February 15, 2000
Page 2 of 2

As a consequence, rural electric cooperatives today rely upon coal-fired
electricity to supply more than 80% of their electricity. That’s compared with a
national average reliance on coal of 52%. Publicly-owned systems (municipals)
are not so heavily dependent on coal for their total energy supply due, in large
measure, to their reliance upon the hydroelectric capabilities of the large
State, regional and federal power authorities; the nuclear capability of the
Tennessee Valley Authority; and the hydroelectric capacity owned by several
of the municipal, public utility districts and state authorities in the West and
Northwest. Together, these sources provide more than half of the energy used
by municipal electric systems. Yet, even though municipal electric systems
receive better than half of their power from such non-fossil sources, of the
remainder nearly 90% comes from burning coal.

I recite this background so that you can appreciate why Western Fuels
conducts its advocacy programs in defense of coal-fired electricity, especially
in the context of the climate change issue and in dealing with a Clinton/Gore
Administration dedicated, in their own words, to dialing out the coal option.
Dialing-out coal dials out public power’s $26 billion investment in utilization
of our nation’s most abundant and cheapest source of energy.

Western Fuels’ membership encompasses municipal and rural electric
systems across America’s heartland, Collectively, our cooperative business is
the single-largest purchaser of coal from the Federal leases in Wyoming and
Montana’s Powder River Basin, the nation’s most prolific coalfield and source
of the low sulfur coal mandated by the Clean Air Act.

I am enclosing a copy of our most recent annual report. It will provide
you additional detail about our business and our motivation.

Congressman Kucinich, I would be honored to answer any further
inquiry from you. I admired your fighting spirit in behalf of consumer-owned
utilities and the electric consumers who own them during your time as Mayor
of Cleveland. My own advocacy work in behalf of public power is in large part
modeled on your own.

Sincerely yonurs,
v

/

/)

Fredrick D. Palmer

ce: Subcommittee Members
WFA Board & Membership
GES Board & Membership
Misc. NRECA & APPA Members
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About GES htp://www.greeningearthsociety. com/about htm

the viewpoint thet humankind s a part of
natude, rather than apar from nature.

Greening Earth Society believes that humankind's
industrial evolution is good, and using fossil fuels to
enable our economic activity is as natural as breathing.

We promote the benign effects of carbon dioxide
(CO2) on the earth’s biosphere and humankind. Our
message is that CO2 is required for life on earth and
that the earth is actually getting greener thanks to
increasing CO2 levels.

Greening Earth Society provides sound information

CCONTACT US about CO2 and fossil fuels to educators, students,
business and media representatives, community leaders
SRR and policymakers. Information is provided to the public

through the biweekly World Climate Report, the annual
State of the Climate Report, the video "The Greening of
{ Planet Earth" and "The Greening of Planet Earth
{ FOSSILFUELS ORG Continues” and this Web site.

By doing this, we enable our citizens to make
decisions that benefit both humankind and the planet.

LINKS

Our Symbol The Bristle ©
The ssmbel of the G

Briatte cone p

He

' 4 o]

VIRTUAL REFERENCE WORLD CLIMATE
CLIMATE ALERT CEHTER REPURT GHLINE

Tofl 3/10/00 1:41 PM
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‘Welcome To Western Fuels

http:/fwww.westernfuels.org/

w estern Fuels Association, Ine., operates on a
not-for-profit basis to provide coal for the
generation of electricity by consumer-owned utili-
PROFILE " ties throughout the Great Plains, Rocky Mountain,
"""""""""""""""" and Southwest states, and in Lonisiana. We are a
MEMEBERS .
............................ cooperative. Our 22 member/owners ave rural
electric generation & transmission cooperatives,
municipal uiilities, and other public power bodies.

3/10/00 1:46 PM
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Western Fuels Association’s membership is divided among
utilities for whom we have a contract for coal supply (Class A &
Class B members) and those who simply choose to affiliate
with us and utilize our fuel supply expertise on an as-needed,
at-cost basis (Class C members). In addition, all of our
members work with us on policy issues that affect coal
utilization.

CLASS A & B MEMBERS

BASIN ELECTRIC POWER COOPERATIVE
Headquarters: Bismarck, North Dakota

Basin Electric is a consumer-owned, regional cooperative
responsible for supplying wholesale electric power to moere
than 100 rural electric systems in Colorado, lowa, Minnesota,
Montana, Nebraska, North Dakota, South Dakota, and
Wyoming. Basin’s member systems distribute electricity to
about 1.5 millien consumers.

Basin Electric operates four power plants with a total
generating capacity of 3.3 million kW. They include the
Laramie River Station (1.65 million kW, coal-fired), the
Antelope Valley Station (900,00 kW, lignite-fired), the Letand
Olds Station (650,000 kW, lignite-fired), and the Spirit Mound
Station (104,000 kW, oil-fired). About 2400 miles of
high-voltage transmission lines are associated with these
power plants.

Western Fuels is the coal supplier at the Laramie River Station.

Website URL: http:/Awww.basinelectric.com

CAJUN ELECTRIC POWER COOPERATIVE, INC.
Headquarters: Baton Rouge, Louisiana

Cajun Electric provides wholesale power over 80% of
Louisiana’s land area to more than 1.5 million consumers

3/10/00 1:46 PM



Members

20f 10

168

http: 3 htm

through 12 rural electric distribution cooperatives.

Cajun’s generating resources include Big Cajun No. 1 Station
consisting of 2 110-mW gas-fired units and Big Cajun No. 2
Station, a 1730-mW coal-fired power plant. Cajun also receives
a 91 mW allocation of peaking power from the Southwestern
Power Administration.

Cajun owns 848 rotary-dump railcars in service between
Gillette, Wyoming, and St. Louis, Missouri, which move
approximately 6 million tons of Powder River Basin coal each
year. Western Fuels Association supplies coal for Big Cajun
No. 2.

KANSAS CITY, KANSAS, BOARD OF PUBLIC UTILITIES

The Kansas City, Kansas, Board of Public Utilities (KCBPU)
serves 65,740 electric meters in Kansas City, Kansas, and
operates two coal-fired power plants for that purpose:
Nearman Creek Station (235 mW) and the Quindaro Station
(208 mW). Western Fuels Association and its affiliated
companies supply coal for operation of the power plants.

KCBPU has long-term contracts for sale of a portion of the
capacity from Nearman Creek to Columbia, Missouri and the
Kansas Municipal Energy Agency.

PLAINS ELECTRIC GENERATION & TRANSMISSION
COOPERATIVE, INC.

Headquarters: Albuquerque, New Mexico

Plains Electric has 13 member distribution cooperatives
providing electric service to approximately 250,000 consumers
in New Mexico and Arizona.

Plains owns two generating stations: the coal-fired Plains
Escalante Generating Station at Prewitt (260-mW) and the
oil/gas-fired Algodones Power Plant (46.5-mW), which is on
"cold standby." Additional requirements are met by purchases
from the Western Area Power Administration.

Western Fuels Association supplies coal to the Plains
Escalante Generating Station and operates the
Escalante-Western Railway connecting the coaimine and
power plant.

3/10/00 1:46 PM
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http://www.westernfuels.org/members.htm

Website URL: http.//www.plainsgt.org

BOARD OF MUNICIPAL UTILITIES
Sikeston, Missouri

The Board of Municipal Utilities of Sikeston, Missouri was
created in 1931 for the purpose of manufacturing and
distributing electric power to the city’s residents. Sikeston is
located in the southeast corner of Missouri and has a
population of approximately 19,000.

The Sikeston Electric System consists of a 13.8 kV distribution
system extending throughout the city corporate limits and
serving almost 8900 customers. The 235-mW coal-fired
Sikeston Power Station is its main source of power. Designed
to meet Sikeston’s future power needs, excess power and
energy is currently sold to other municipalities and power
entities through interconnections with the Southwestern Power
Administration, Associated Electric Cooperative, and Ameren
(UE).

The Sikeston Power Station utilizes more than a million tons of
Powder River Basin coal per year, supplied by Western Fuels
Association.

Website URL.: hitp:/www.sikestonbmu.org

SOUTHERN MINNESOTA MUNICIPAL POWER AGENCY
Headquarters: Rochester, Minnesota

Southern Minnesota Municipal Power Agency (SMMPA) was
founded in 1977 as a joint-action municipal power agency
supplying electricity and related services to 18
municipally-owned utilities mostly in southeastern and
south-central Minnesota. SMMPA’s members serve the needs
of approximately 350,000 people.

SMMPA'’s main source of energy is its 41% share in the
874-mW Sherco 3 generating unit near Becker, Minnesota.
The plant bumms low-sulfur, western coal supplied by Western
Fuels Association and is the largest such unit in the state.
Member city generation provides approximately 240 mW of
baseload and diesel peaking capacity to SMMPA’s energy mix.

SMMPA is an active marketer of wholesale energy to buyers

3/10/00 1:46 PM
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outside its service area. The Agency is strengthened in this
effort by an alliance with the international diversified energy
firm PacifiCorp of Portland, Oregon.

SUNFLOWER ELECTRIC POWER CORPORATION
Headquarters: Hays, Kansas

Sunflower Electric is a Touchstone EnergySM generation and
transmission power supplier for six rural electric cooperatives
and several municipalities serving 150,000 people living
throughout the western one-third of Kansas.

Sunflower’s system is comprised of five generating units
located in or near Garden City, Kansas. Its newest plant is
Holcomb Station, a 360-mW coal-fired unit, which went into
commercial service in 1983 and receives its coal supply
through Western Fuels Association. Other generating units
include three gas-fired turbines and a steam turbine that can
produce 215 mW, for a total system generating capacity of 575
mW.

Sunflower's transmission systemm includes 238 miles of 345 kV
line and 797 miles of 115 kV line for a total of 1,035 miles in
service. Other transmission system components include 25
substations, 14 microwave sites, and 52 Supervisory Control
and Data Acquisition (SCADA) terminals.

Website URL: http://www.sunflower.net

TRI-STATE GENERATION & TRANSMISSION
ASSOCIATION, INC.

Headquarters: Westminster, Colorado

Tri-State Generation & Transmission Association’s 32 member
distribution systems provide electric service to 700,000 rural
customers in a 150,000 square mile area covering significant
portions of Colorado, much of Wyoming, and western
Nebraska.

Tri-State supplies electricity through ownership of a 408-mW
unit and a 24% share in two additional 428-mW units of the
Craig Station in northwestern Colorado. Tri-State is the power
plant operator. Tri-State also owns and operates the 100-mW
Nucla Station in southwestern Colorado and has a 24.14%
share in output of the Laramie River Station in southeastern

htm
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Wyoming. In total, Tri-State has 1,152 mW of coal-fired
baseload generating capacity plus 100 mW of reserve capacity
in an oil-fired generating station in eastern Colorado.

Western Fuels Association supplies coal for the Nucla Station
and Laramie River Station, and manages the coal supply
contract for the Craig Station.

Website URL: http://www.tristategt.org

CLASS C MEMBERS
ARIZONA ELECTRIC POWER COOPERATIVE, INC.
Headquarters: Benson, Arizona

Arizona Electric Power Cooperative (AEPCO) has six member
distribution cooperatives providing electric service to
approximately 101,000 meters in Arizona, and portions of
southern California and western New Mexico.

AEPCO owns and operates Apache generating Station, a
520-mW facility located near Cochise, Arizona. The station has
two 175-mW units that can be fueled by either coal or natural
gas; one natural gas-fired combined-cycle steam unit, and two
combustion turbines used for peaking energy. Additional power
requirements are met by purchases from federal hydroelectric
facilities and contracts with other utilities.

Website URL: hitp://www.aepnet.com

ARKANSAS ELECTRIC COOPERATIVE CORPORATION
Headquarters: Little Rock, Arkansas

Arkansas Electric Cooperative Corporation (AECC) is a
generation and transmission cooperative and is the wholesale
power supplier for rural electric distribution cooperatives in
Arkansas. AECC’s members serve more than 375,000 homes,
farms, businesses and industries in Arkansas and some
neighboring states.

AECC has a generating capacity of 1,970 mW and energy
sales of more than six million megaWatt-hours.

Website URL: hftp://www.aecc.com
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ASSOCIATED ELECTRIC COOPERATIVE, INC.
Headquarters: Springfield, Missouri

Associated Electric is owned by, and provides wholesale power
to, six regional and 51 local cooperative systems in Missouri,
Oklahoma, and southeast lowa. AECI’s system serves 680,000
homes and businesses, representing 1.8 million individual
consumers.

AECI owns and operates two coal-fired power plants with 2353
mW of capacity and two 22.5 mW oil-fired turbine generators,
and has a long-term contract with the Southwestern Power
Administration for 519 mW of hydroelectric peaking power.
AECI is jointly developing a new 250-mW, combined-cycle
electric generation plant with Duke Energy Corporation and
also has two simple-cycle, gas-fired combustion turbine
generation projects in development.

AECI and the Missouri electric cooperatives own an extensive
high-voltage integrated transmission network.

* Waebsite URL: hitp://www.aeci.org

BLACK DIAMOND ENERGY, INC.
(A wholly-owned subsidiary of Oglethorpe Power Corporation)
Headquarters: Tucker, Georgia

Oglethorpe Power Corporation is a generation and
transmission cooperative providing wholesale electric power to
39 of Georgia’s 42 customer-owned Electric Membership
Corporations which more than 2.6 million Georgians in about
two-thirds of the state’s land area.

Oglethorpe Power System owns, leases, or has under contract
approximately 5000 mW of generating capacity. The system
currently has ownership in six generating facilities including two
coal-fired power plants (37.7% of the energy supply mix), two
nuclear power plants (36.9%), and two hydroelectric facilities
(2.4%), one of which is a pumped-storage plant. The balance
is from purchased power (23%).

Website URL: http://www.opc.com
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DEPARTMENT OF UTILITIES
Fremont, Nebraska

The Fremont Department of Utilities is the third largest (and
one of the oldest) municipal utilities in Nebraska. ltis a .
multi-service municipal agency consisting of water, wastewaler,
electric, and natural gas distribution systems. The Department
serves a population of approximately 26,000 in an electric
service area encompassing 60 square miles and including
greater Fremont and the surrounding rural area. The gas
distribution system serves the greater Fremont area and Cedar
Bluffs.

Fremont's facility for electricity generation is the 136 mw,
coal-fired Lon D. Wright Power Plant. it also operates facilities
for electricity transmission and distribution; a water wellfield
with storage and treatment facilities, and a distribution system;
a wastewater collection system and treatment facilities; and a
natural gas, peak shaving and distribution system.

HEARTLAND CONSUMERS POWER DISTRICT
Headguarters: Madison, South Dakota

Heartland Consumers Power District is a public corporation
and political subdivision of the State of South Dakota supplying
supplemental electric power to 15 municipal electric systems in
South Dakota, two in western Minnesota, and one in
northwestern lowa. Heartland also supplies electric service to
three South Dakota institutions and a portion of the service
area of a member rural electric cooperative.

Heartland is a part owner of the Missouri Basin Power Project’s
Laramie River Station at Wheatland, Wyoming. Western Fuels
Association supplies coal to that power plant.

Website URL: hitp://www.hepd.com

LINCOLN, NEBRASKA, ELECTRIC SYSTEM

The City of Lincoln, Nebraska, has been in the electric power
business since the turn of the century. The Lincoln Electric
System (LES} is a publicly-owned electric utility serving alt
rasidential, commercial, and industrial custorners within & 190
square-mile area in Lancaster County, Nebraska. It includes
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the communities of Lincoln, Waverly, Prairie Home, Walton,
Cheney, and Emerald. LES provides electricity to over 105,000
customers {meters} in its service area.

LES owns 11% of the Missouri Basin Power Project’'s Laramie
River Station. Additionally, LES is a participant in three
Nebraska Public Power District projects. LES supplied its -
customers 2,948,499 megaWatt hours of electricity during
1997.

Website URL: hitp/iwww les fincoln.ne.us

MISSOURI RIVER ENERGY SERVICES
Headquarters: Sioux Falls, South Dakota

Missouri River Energy Services was formed in the 1960s as the
Missouri Basin Municipal Power Agency to help municipalities
operating their own electric systems to work together in
planning for future power supply needs and solving other
mutual problems. It supplies electricity to 56 municipalities in
lowa, South Dakota, Minnesota, and North Dakota which, in
turn, serve 200,000 customers. Its average member
community has a population of about 5000.

Missouri River Energy Services supplements hydroelectric
power from the Westem Area Power Administration through
participation in the Missouri Basin Power Project's coal-fired
Laramie River Station. The Agency also owns 60 mW of
oil-fired peaking capacity and is a member of the
Mid-Continent Area Power Pool.

Website URL: hitp/iwww.mbmpa.org

NEBRASKA PUBLIC POWER DISTRICT
Headquarters: Columbus, Nebraska

Nebraska Public Power District (NPPD) is Nebraska's largest
electric utility serving approximately one million Nebraskans in
all or parts of 91 of Nebraska’s 93 counties. NPPD is a public
corporation and political subdivision of the State of Nebraska,

NPPD uses a mix of generating resources to meet the needs
of its customers. This includes a nuclear power plant, two
steam plants, nine hydroelectric facilities, nine diesel plants,
and three peaking units, NFPD also purchases power from the
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Western Area Power Administration. Its typical fuel supply mix
is 60 percent coal-fired, 20 percent nuclear, 20 percent hydro,
and 0.1 percent natural gas or oil.

Website URL: hitp://vwwew.nppd.com

SILICON VALLEY POWER
Santa Clara, California

Silicon Valley Power is a municipal electric utility serving the
City of Santa Clara, California. Founded in 1896, this
consumer-owned utility serves more than 45,974 electric
customers.

Silicon Valley Power owns, operates and participates in more
than 380 megawatts of electric generaling resources serving a
peak load of 411 mW. As a charter member of the Northern
California Power Agency, Santa Clara is the lead partner in the
110 mW NCPA Geothermal Project, the first
municipally-owned and operated geothermal power plant in the
United States.

Website URL: hitp://www.alphais.com/samnta _clara

CITY UTILITIES OF SPRINGFIELD, MISSOURI

City Utilities of Springfield, Missouri provides electric, natural
gas and bus transportation services in the greater Springfield
area. There are 91,000 meters on the CU electric distribution
system.

CU’s power production capacity consists of 450 mW of
coal-fired steam generators and 250 mW of combustion
turbine generators. CU has an electricity supply contract with
the Grand River Dam Authority of Oklahoma for 60 mW and
another for 50 mW with Southwestern Arsa Power
Administration.

Website URL: hitp:/fwww, cityulil.com

TURLOGK IRRIGATION DISTRICT

Headquarters: Turlock, California
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Turlock Irrigation District, formed in 1887, was the first among
65 California irrigation districts. Since 1923, the District has
provided all electric service within its 425 square-mile service
area and today serves 64,877 electric customers.

The District's electric system includes generation,
transmission, and distribution facilities. Its generation
resources include 150.7 mW of hydroelectric capacity, two
24.5-mW gas-fired combustion turbines, and 49.9 mW of
combined-cycle, steam-injected gas turbine capacity. lts power
purchases include coal, hydroelecttic, geothermal, and system
resources.

Website URL: hitp://iwww.tid.org
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Jonathan G. Koomey, Staff Scientist 1 Cyclotron Road, MS 90-4000 Berkeley, California 94720
Energy Analysis Department Tel: 510/486-5974  Fax: 510/486- 4247 e-mail: JGKoomey@Ilbl.gov

MEMORANDUM (1.LBNL-44698)
December 9, 1999

To: Skip Laitner, EPA Office of Atmospheric Programs

From: Jonathan Koomey, Kaoru Kawamoto, Bruce Nordman, Mary Ann Piette, and
Richard E. Brown

RE: Initial comments on "The Internet Begins with Coal”

cc: Mark P. Mills, Rob Bradley, Amory Lovins, Joe Romm, Alan Meier, Alan Sanstad,
and Erik Brynjolfsson

Download this memo and related data at: http://enduse.Ibl.gov/projects/infotech.html

Short summary

This memo explores the assumptions in Mark P. Mills' report titled The Internet Begins
with Coal that relate to current electricity use "associated with the Internet”. We find
that Mills has significantly overestimated electricity use, in some cases by more than an
order of magnitude. We adjust his estimates to reflect measured data and more accurate
assumptions, which reduces Mills' overall estimate of total Internet-related electricity use
by about a factor of eight.

Introduction

At your request, we have begun to explore some of the assumptions in Mark P. Mills’
report titled The Internet Begins with Coal (Mills 1999). In this memo, we restrict our
comments to a few key assumptions in Part 7 of Mills' report, where he estimated total
current electricity demand associated with the Internet. We do not address in this memo
any of Mills' assertions about future growth of Internet electricity use, nor do we address
any comments he made about the types of electricity supply technologies that would
support any such increases in electricity demand. As more data become available, we
expect refine the estimates in this memo, which must at this time be treated as
preliminary.

The existence of the Mills report highlights the critical need for comprehensive data on
electricity used by office equipment and associated network related-hardware. The last
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time such a comprehensive report was done (Koomey et al. 1995) was prior to the
Internet becoming such an important force in the U.S. economy. That report did not
address energy used by network hardware, but it did deal explicitly with stocks, energy
use per unit, and operating hours to estimate total electricity used by commercial sector
office equipment in the U.S. It compiled measured data on many of these parameters,
which guided the creation of the scenarios generated in that report. This kind of
comprehensive analysis, updated to reflect recent market developments and encompassing
a broader scope, would resolve many lingering questions on this issue.

From a methodological perspective, it is problematic to assess only one portion (e.g., the
Internet portion) of electricity used by office equipment in the U.S. In the absence of a
complete accounting for all office equipment (as found in the Koomey et al. report), the
accuracy of the calculations cannot rely on the checks and balances that such a complete
accounting would enforce. For example, the total number of personal computers (PCs)
is known with much more precision than the number of PCs associated with the Internet,
8O trying to estimate the latter without first estimating the former will yield a much less
certain result.

There are difficult boundary issues in this assessment as well.: Mills chose to estimate
the electricity used by the Internet and associated equipment, but he did not attempt to
assess the effects of structural changes in the economy that are enabled by the existence
of the Internet. These structural changes will almost certainly affect electricity and
energy use. Without assessing the effect of these changes, the net effect of the Internet
cannot be calculated, yet that is really what we care about. Given the large productivity
benefits induced by computer hardware when properly used, it is plausible to speculate
that these changes will be large enough to matter.

Mills also makes the assumption that all usage associated with the Internet is incremental.
Instead it is actually more likely that at least some of this usage is substifuting for other
energy consuming functions that preceded the Internet (the Internet is expanding uses for
the PC at the expense of other energy-using devices). Private computer networks and fax
machines, for example, are increasingly being displaced by the Internet. Computer use
is substituting for other forms of entertaimment, like TV. Even voice communications
(formerly the province of the telephone network) are being carried over the net. Such
displacement effects represent another difficult boundary issue not treated in Mills’
analysis.

In addition, the definition of which hardware is "associated with the Internet” is at best
an mprecise one. Is a home computer "associated with the Internet”? People might use
it for writing, for doing calculations, for analyzing personal finances, for creating party
invitations, or for accessing the net. Does that mean that ALL of its energy use can be
attributed to the Internet, or just a part? If just a portion, how much should be allocated
to Internet use? Many of the reasons for owning a computer are independent of the

1 The ISO 14000 standards documents (particularly ISO 14040 and 14041) deal with the methodological
issues surrounding such boundary issues. Sce htip://www.iso.ch.
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Internet, and taken together justify the purchase of a computer. The same conclusion
holds even more strongly for PCs in offices, since there are many reasons beyond
Internet access for companies to invest in PCs. This kind of arbitrary allocation makes
for calculations that are at best limited in usefulness.

In some sense, Mills is asking the wrong question by focusing on the Internet-related
portion of electricity use by office equipment. Future studies should analyze total
electricity used by this equipment, and not focus on what is Internet related, because
these boundary issues are so difficult to resolve.

We turn now to specific assumptions that Mills made in his analysis. There are only a
small number of assumptions that drive his results. Table 1 shows that of the 295 TWh
that Mills calculates for Internet-related electricity use, more than half is in just three
categories: Mainframe computers that serve "Major dot com company” web sites, Web
sites using smaller servers, and telephone central offices. An additional 25% of Mills'
total energy use is associated with use of PCs in offices and homes, and another 8% of
Mills’ total energy use is associated with routers. The rest (10%) is associated with the
embodied energy to manufacture the equipment. We treat each of these categories in
turn.

Table 1: Summary of Mills' estimates of current electricity use associated with the
Internet circa 1998

#of units  Elect. Used % of total  Cumudotive %

Millions TWhivear
1} Major dot-com companies 0.033 72 24% 24%
2) Web sites 4 52 18% 2%
3) Telephone central offices 0.01 43 15% 51%
4) PCs in offices for all purposes 40 44 15% N%
5) PCs at home for all purpeses 41 31 10% 82%
6) Routers on Internet 2 16 5% 87%
7 Routers in LANS and WANs i 8 3% 90%
8) Energy to manufacture equipment 19.5 29 10% 100%
Total 295 100%

1) Mainframe computers for 'Major dot com companies’

Mills takes the number of mainframe computers in the U.S. from the ITI data book,
which is the industry source for such numbers. He assumes that 10% of all mainframe
computers in companies other than the major Internet companies are devoted solely to
serving web sites. We have no way to judge the plausibility of this assumption, but we
note that many such computers serve multiple functions (it is their muititasking abilities
that make them so useful). Mills’ choice to add the 10% of total mainframe installations
to the number of mainframes/web farms in "Major dot-com” companies is an arbitrary
one, but one with which we do not have the data to quibble.

Definitions of mainframe computers are not well established, and it appears that Mills
did not use the same definitions for his stock and power estimates. The stock estimates
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rely on the ITI data book numbers, which count any computer costing more than
$350,000 as a mainframe. The power estimates he used appear to be inconsistent with
this definition.

Mills assumes that each mainframe uses 250 kW, 8760 hours per year. Half of this is
assumed to be direct electricity used by the computer, and half for cooling. If the
computer’s direct consumption is 125 kW, this would place it in the ballpark of LBNL's
Phase I supercomputer, installed in July 1999, which draws 150 kW (actual, not rated).
It has about 600 processors, and is one of the most powerful in the world. The LBNL
supercomputer cost tens of millions of dollars, but such supercomputers number only in
the hundreds in the U.S. The bulk of mainframe installations are nowhere near the
computing power of a supercomputer, yet that is the power use Mills chose for the
typical mainframe.

For LBNL's Phase I supercomputer, the actual power use is about 0.25 kW per CPU.2 If
we use this consumption per CPU, the 125 kW Mills assumes is equivalent to a
supercomputer with 520 processors. This represents far more processing power than a
typical mainframe computer.

The IBM S/390 Enterprise server, which Mills' report cites as an example of the latest
mainframe technology, has a rated (maximum) power of up to 6.4 kVA (roughly
equivalent to 6.4 kW), depending on the number of processors. For the reasons
described in Nordman (1999), the actual power use of almost all types of electronic
equipment is typically one-half to one-third of the rated power (the rated power is the
maximum power that the power supply will consume under fully loaded, worst case
conditions). If the actual power is half of the rated power, this machine would use 3.2
kW for typical installations. Of course, IBM's server is relatively new and it relies on
CMOS technology to reduce power use, so it probably uses less power than an older
mainframe. The rated power may also not include peripheral equipment that would be
included in a typical mainframe installation.

It is clear that 125 kW is a much larger power number than has been used in such
analyses in the past. The Koomey et al. (1995) report estimates power used by older
(1985-1990) mainframes at 25 kW, declining to 10 kW by 1999 (an estimate for 1999
which is validated by the S/390 data described in the previous paragraph). The recent
Swiss study by Meyer and Schaltegger (1999) used 30 kW for the average power of each
of the roughly 1000 mainframes in Switzerland.

We checked the price of the $/390 on the IBM web site and found that its cost is well
above ITI's $350k cutoff for mainframes (S/390s cost millions of dollars). We believe,
as Mills also does, that this machine is representative of mainframe computers now being

2 Note that the LBNL Phase II Superconiputer, now under construction, will use about 0.1 kW per CPU.
Source: Howard Walter at LBNL, who is designing the power systems for the new LBNL NERSC
building. He generously provided numbers on the power requirements of supercomputers and their
associated cooling loads.



181

installed. If we accept the 3.2 kW direct power use of the $/390 and quadruple it to
account for peripheral equipment, that still leaves our estimate of power used per
mainframe (12.8 kW) at about one tenth of what Mills assumes.

Cooling is at most 50% of direct power consumption, not 100% as Mills assumes. This
result follows from the compressor-based cooling technologies commonly used in
commercial buildings and computer rooms, which have Coefficients Of Performance
(COPs) of 2.0 or better. A COP of 2.0 implies that 1 unit of electricity is consumed to
move 2 units of heat out of the conditioned space. We consulted with the supercomputer
team at LBNL, who use 50% additional power for cooling as their best guess for
maximum cooling Joads when designing a new supercomputer (although in actual
practice, 30% is more typical in the Bay Area).

Using our 12.8 kW direct power use estimate, combined with a 50% multiplier for
cooling energy, leaves us at 19.2 kW per mainframe. If we replace Mills' assumption of
250 kW with this new estimate, total electricity used by the Major dot-com companies
becomes 5.5 TWh, a reduction of 66.5 TWh or about a factor of thirteen. By itself, this
correction reduces Mills' estimate of electricity used by the Internet by 22%.

2) Web servers

Mills refers to an article titled "WWW Hosts 5 Million Web Sites"
(http://www.nua.ie/surveys) to justify his assumption of the number of web servers. He
takes 70% of 5 million, which rounds to 4 million servers. The problem is that the
article to which Mills refers talks about web sites NOT servers. One server can host
dozens of web sites (a fact that Mills acknowledges in his report), so the number of
servers is much lower than the number of sites. We assume, for purposes of these
calculations, that each server hosts 5 sites (although that is likely to be an underestimate).
In practice, some servers will have just one site, and others will have many. This
correction factor alone reduces Mills' estimate of electricity use for this component by
80%.

The power used by mini-computers and workstations is assumed by Mills to equal 1.5
kW, 1 kW of which is direct power used by the computer, and 0.5 kW is from
peripherals, "especially data backup”. Data backup only runs once a day, and services
many CPUs. It is unlikely that 0.5 kW per CPU is a reasonable estimate for this service.

Based on the discussion of PC power use below, we reduce Mills’ 1.5 kW estimate by a
factor of 5, to 0.3 kW. With both corrections (for number of units and power per unit),
total power used by U.S. web servers is reduced by a factor of 25, to 2.1 TWh.

3) Telephone central offices

Telephone central offices are the next most important item in Mills' list, but much more
information and documentation is needed to justify the calculations, particularly the
number of such offices and the power use per office.
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Mills’ estimates that central offices each use 500 kW. His table indicates that there are
25,000 such central offices in the U.S. In fact, most of these central offices are
significantly smaller than Mills' assumes (between 30 and 50 kW). We are working on
getting an accurate distribution of such central offices by power level, but in the absence
of those data, we took another tack.

Our contact at a major phone company reports that a central office uses about 3.3 KkWh
per thousand minutes of so called "dial equipment minutes" or DEQ (a standard measure
of phone connect time). FCC (1999) reports total DEQ for the U.S. of 3,612 billion
minutes in 1997. These two numbers together imply electricity used by all central
offices of 12 TWh/year. To make this number comparable to Mills' estimate, we
multiply this figure by 40%, to get 4.8 TWh/year.

With this revised estimate, power used by central offices is reduced by 37 TWh, or about
a factor of nine.

4} Office PCs

The power used by most personal computers is assumed by Mills to equal 1 kW. This
estimate is assumed to include all peripheral equipment associated with PCs, as well as
some unspecified other equipment. Without a detailed accounting of his assumptions
about this equipment, it is difficult to determine what he assumed. However, there is a
large body of literature on actual power used by such equipment. A recent power
measurement of a 500 MHz Pentium 11 PC that had no power management showed
average power over the course of a day of about 40 W for the CPU.s A typical 17"
monitor uses about 90 W in active mode.

Of course, most PCs and monitors now are capable of power management (which neither
of the above measurements include), so that over the course of a day, these power
numbers would be reduced. ENERGY STAR PCs power down to less than 30 W, and
typical ENERGY STAR monitors power down to less than 10 W. Whether power
management is enabled in many cases is an open question (recent surveys found roughly
a third of PCs and monitors had power management correctly enabled in offices), but for
the sake of argument, we ignore it.

Peripheral equipment is often shared. In our office, 20 people share a workgroup printer
(HP 8000 DN). We metered this printer, and it draws about 163 W in active mode
(when printing), and about 120 W in standby mode. In sleep mode it draws about 30 W,
and on average, including sleep modes and printing, it uses about 50 W. Even ignoring
the power management of the printer, and assuming it is constantly printing, it would add
only 8 W per CPU to our estimate of average PC power. For home PCs, most printers
will be inkjets, which typically draw less than 30W even in active mode.

3 Personal communication with Bruce Nordman, LBNI., November 1999,
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It is not clear what other equipment Mills is referring fo in his 1 kW estimate, but we
feel it is unlikely to push the average power used by PCs and peripherals to greater than
200 W (and with power management, we feel strongly that 200 W average power is an
overestimate). For purposes of these calculations, we use 200 W instead of Mills' 1 kW
estimate, and recalenlate electricity used by PCs to reflect this revised estimate. If he
believes that other "behind-the-wall" components account for a significant amount of
power use (800 W/CPU in this case), he needs to specify, item by item, the number and
power use of all these components. We examined the “behind the wall” components of the
LBNL computer network, but we were unable to figure out how these components, most
of which serve multiple CPUs, could possibly add up to 800 W per CPU (tens of watts
per CPU over and above router power use is more like it.  See Nordman 1999 for
details).

The power used by high end personal computers is assumed by Mills to equal 2 kW. We
reduce this estimate also by a factor of five, to 400 W, even though this is almost
certainly an overestimate (doubling the CPU power for the 500 MHz Pentium TII above
and assuming a 21 inch monitor at about 120 Watts only leads to actual power use of 200
Watts, without considering power management).

For usage of PCs at the office, Mills assumes twelve hours per week, which is the same
as that assumed for home PCs (see point 5, below). It is important to note the inherent
arbitrariness of attempting to calculate what part of office PC use is "associated with the
Internet”. We have no data for what portion of office computer use is "associated with
the Internet”. The only adjustment we make to Mills' usage numbers in this category is
to reduce usage for typical office PCs to seven hours per week from 12 hours per week,
to reflect our revision in the home PC usage number below (this adjustment preserves
consistency between our methodology and that of Mills). We do not change usage
assumptions for PCs at offices behind a firewall or PCs used in commercial Internet
services.

With these corrections, PCs in offices use about 7.2 TWh, a reduction of 84% from
Mills’ estimate.

5} PCs at home

Mills’ assumption of 1 kW power draw for home PCs is subject to the same issues
examined under point 4, and hence we reduce his 1 kW by a factor of 5, to 0.2 kW.
Even though peripheral equipment in a home is associated typically with one PC instead
of many in a work environment, that equipment is not always on when the computer is
on, and it is likely to be lower power versions of that equipment (e.g. ink jets instead of
laser printers, low end scanners, etc.).

We pow turn to usage of home PCs. Mills assumes twelve hours per week of usage for
these computers, based on an Intelliquest study of home users, but he acknowledges that
"other surveys show lower averages". He cites the Neilson/NetRatings March 1999
survey at seven hours per month (less than two hours per week). Another quite recent
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study (7 December 1999) shows usage of five to eight hours per month, which is also
about two hours per week
(http://www.nua.ie/surveys/?f=VS&art id=905355453&rel=true). With this great a
range in estimates of usage, it is important to be cautious in drawing conclusions. We
were unable to locate any studies that indicated that average U.S. Internet users were
logged on more than 12 hours per week, so we feel justified in treating this as an upper
bound, with the likely average possibly as low as two hours per week. Even choosing
seven hours per week (the midrange between those two estimates) would reduce Mills'
estimates for electricity associated with home Internet use substantially.

Mills claims he is being conservative by assuming that

every single PC and all its relevant peripherals accessing the Net is physically
turned on and operating only the 12 hours per week from the Forrester
Research (IntelliQuest) survey, and otherwise completely off. As a practical
matter many (possibly most) are on at least 50 hours per week, many 24 by 7.
A 'realistic' weekly 'on' time of 50 hours yields about the same rough kWh for
a 200-300 W duty-cycle compensated PC as the conservative 12 hour/wk duty
cycle does for a 1,000 peak W device (footnote 53, in Mills 1999).

The claim of conservatism is spurious. People use their computers for many other things
besides Internet access, which is why at least some people have their computers on for 50
hours per week or more (though we doubt many home users do). According to the
surveys cited below, the Internet-related component of home PC use is between two and
12 hours per week. That some people keep their home PCs on for more hours than that
is irrelevant to Mills stated purpose, that of calculating electricity use "associated with
the Internet".

Based on the surveys cited above, we choose usage of seven hours per week for typical
home PC users, instead of 12 hours per week. We do not change hours of usage for PC
power users or PCs in home offices.

With these corrections for power and usage, PCs in homes use about 5 TWh, a reduction
of 84% from Mills’ estimate.

6) Routers on The Internet

Mills' assessment of the number of routers seems inconsistent with our review of the
market for these products. It is not clear why there would be twice as many high end
routers as low end ones, when in fact the low end ones must be more numerous in any
network with central nodes feeding dispersed nodes. We did not correct for this
observation, but simply note it for future research. It is also not clear if Mills' stock
estimates include switches and routers together, or just routers alone. This issue also
must await further research.

Cisco’s very highest-end router, which is used in the highest throughput applications, has
a rated power of 1.5 to 2 kW. The actual power used for this device will then be 0.75 to
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1 kW, because rated power is typically two times the actual power (see text under item 1
above). Unfortunately for Mills’ argument, there are very few of these large routers sold
every year. Based on a review of the high-end routers sold by Cisco systems, we find
that more typical high end routers have rated power of 0.3 to 0.8 kW in typical use
(actual power of 0.15 to 0.4 kW). We therefore reduce power use to 0.3 kW, from 1
kw. .

Once we correct the power use, routers on the Internet show total consumption of 4.8
TWh, a reduction of 70% from Mills’ estimate.

7) Routers on LANs and WANs

Routers on Local Area Networks and Wide Area networks (LANs and WANs) use much
less power than Mills assumes. In the text of his report, he states that he uses 0.5 kW
for the smaller routers, and 1 kW for the larger (Internet) routers. The total TWh
calculations do not support this assertion—-they imply that the 1 kW assumption was also
used for the LAN and WAN routers (divide 8 TWh by 1 million routers, and then by
8760 hours, and you get just under 1 kW).

Mills therefore assumes 1 kW average power draw for all routers. Cisco’s typical lower
end routers (which account for the majority of all routers) range in rated power from
0.04 to 0.2 kW. We therefore reduce Mills' estimate by a factor of twenty, to reflect a
rated power of 0.1 kW and an actual average low-end router power of 0.05 kW (this last
factor of two correction from rated power to actual is the same as that used under points
1 and 6 above).

Once we correct the power use, routers on LANs and WANs show total consumption of
0.4 TWh, a reduction of 95% from Mills’ estimate.

8) Manufacturing energy

Manufacturing energy for computers on the Internet is the most difficult of these
categories to analyze, because of the lack of data. The life-cycle assessment needed to
calculate embodied electricity use of electronic equipment is a complicated exercise, and
one that has only rarely been carried out. The most recent data we examined come from
NEC, the largest computer manufacturer in Japan (Tekawa 1997).

NEC estimates total greenhouse gas emissions from manufacturing a desktop PC to be
128 kg/CO, equivalent (unfortunately, we don't at this time have much detail on the
components of this calculation). Some of these emissions are non-CO; greenhouse gases,
and some are from pon-clectricity related fuel use. Nevertheless, we can get an estimate
for the upper bound to electricity used for manufacturing all parts of the PC by assuming
all of these emissions come from electricity (electricity is more carbon intensive per unit
of energy consumed than direct use of fuels). The average emissions factor for Japanese
electricity production is about 0.42 kg CO, per kWh (115 g C per kWh). This factor
implies total electricity use of about 300 kWh per desktop PC, which is an upper bound,
as described above. NEC states that the electricity used to assemble their PCs is about
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120 kWh per unit,« so total electricity use is between 120 kWh and 300 kWh per PC.
We chose 300 kWh per PC, which is one fifth of Mills' estimate. This is an absolute
upper bound. The true number is almost certainly lower than this.

With this factor of five correction, Mills estimate of 29 TWh for manufactuting energy is
reduced to 6 TWh.

Conclusions

Table 2 shows Mills' estimates corrected as described above. In every category, his
estimates must be reduced substantially (by factors of 3 to 25) to reflect more accurate
assumptions. For all categories taken as a whole, Mills’ estimates are reduced by 88%.

Mills' report does not contain enough detailed documentation to assess the
reasonableness of many assumptions, but it is clear from the review of assumptions
conducted above that he has vastly overestimated electricity use associated with the
Internet. In addition, the value of such estimates is questionable, given the difficult
boundary and allocation issues described above. It would be more useful to estimate
total electricity used for all office equipment and associated network equipment, because
that number is inherently more reliable than deriving what fraction of such devices are
“associated with the Internet”.

Finally, the structural and substitution effects alluded to above are almost certainly large
enough to matter. Future estimates of the impacts of the information technology
revolution (which are larger in scope than those of just the Internet) should explicitly
account for these effects.

Table 2: Corrected estimates of current electricity use associated with the Internet

#ofunifs  Elect. Used % of torel  Cumulative %
Millions TWhiyear
1) Major dot-com companies 0.033 5.5 15% 15%
2) Web sites 0.8 2.1 6% 21%
3) Telephone central offices 0.01 4.8 13% 35%
4) PCs in offices for all purposes 40 7.2 20% 55%
3) PCs at home for all purposes 41 5.0 14% 69%
6) Routers on [nternet 2 4.8 13% 82%
7) Routers in LANS and WANs 1 0.4 1% 83%
8) Energy to manufacture equipment 19.5 6.0 17% 100%
Total 36 100%
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Institute for Energy Research
6219 Olympia
Houston, Texas 77057

The Honorable David M. McIntosh February 13, 2000
Chairman

Subcommittee on National Economic Growth,

Natural Resources, and Regulatory Affairs

Room B-377

Rayburn House Office Building

Washington, DC 20515

Re: Kyoto and the Internet: the Energy Implications of the Digital Economy
Dear Chairman McIntosh:

Estimates of changes in energy usage from computers, peripherals, and the
Internet (information technology or IT) go beyond the direct use of energy in
manufacturing and powering such equipment (the direct effect) and the associated energy
savings from more efficient production and sale of goods (the efficiency effect). There
are four other areas of IT-related energy effects that were not considered by the panelists
at your February 2™ hearing. Each of these four linkages works fo increase energy
demand. They should be added to direct IT energy use before netting the effect of lower
energy use through direct IT efficiencies.

These four new factors are:

1) Increased production and sales of energy-using goods from IT-
derived efficiencies. Reduced costs and prices, the flip side of the
efficiency effect (above), create a marker expansion effect that has the
same effect as any new technology that cheapens the production process to
expand output for consumption. In terms of equilibrium analysis, the
supply curve is shifted to the right to increase the quantity sold, while the
demand curve remains unchanged. In the case of wholly new energy
goods created by IT, a supply curve and consumption is created where
there was none before. Both the production and usage of these additional
units create incremental energy usage.

2) Increased production and sales of energy-using equipment from the
incremental wealth created by the IT economy. In equilibrium analysis
the wealth effect shifts the demand curve to the right to increase the
quantity sold at any given level of supply. In macroeconomic parlance,
the consumption function is increased and the marginal propensity to
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consume rises.’ This incremental consumption indirectly increases energy
usage, and the wealth effect directly increases energy consumption from
increased affordability,

3) Lower costs and prices from Internet transactions that increase the
demand for and supply of energy goods and increase the demand for
and supply of energy itself. The on-line price effect results from
increased price transparency lowering transaction costs and reducing sales
margins. This effect is just beginning as Internet transactions take hold
throughout the structure of production for inputs and outputs. Lower
prices for energy goods and energy itself from on-line price economies
enhance energy demand.

4) Increased hydrocarbon energy supplies from applied IT mining
techniques and innovations. The supply effect creates incremental
energy supplies that increase energy consumption since “supply creates its
own demand” either now or in the future.

All six of the above effects are at work in 2 mature IT economy. The direction of
these factors is quantitatively known: five increase energy demand and one decreases
energy demand. The difficulty is estimating the separate and overall effect on final
energy consumption given that laboratory conditions are not present to isolate and
measure cause and effect. The net effect could mean higher overall energy usage (the
five positive energy effects are greater than the one energy savings effect), lower overall
energy usage (the negative effect swamps the other five effects), or neutral energy usage
(the one negative and five positive effects cancel each other out).

While direct IT energy consumption reflects physical laws and can be estimated
through bottom-up estimation analysis, anecdotes and case studies are needed to surmise
the efficiency effect. The Mills-Koomey-Romm debate surrounds these two areas. The
four other effects introduced here can be supported by anecdotal evidence, * beginning
with the fact that the IT economy has dramatically improved productivity and has created
great economic wealth in the process.

A Case Study: Motor Vehicles

Business reports in 1999 and 2000 to date indicate several linkages between I'T
and record sales of new automobiles. The following quotations indicate how new motor

! Paul Samuelson and William Nordhaus, Economics (New York: Irwin MCGraw-Hill, 1998), pp. 415-17,
421.

2 A methodological observation from a study for the Organization for Economic Cooperation and
Development quoted by Joseph Romm is relevant here, “While this book tries to rely on scholarly work
and solid statistical data as much as possible, to gain insight into the macroeconomic impact of a
phenomenon that is changing as quickly as e-commerce requires relying on private data sources, expert
opinion, the popular press, and anecdotal statistics as well.” Quoted in Joseph Romm, The Internet
Economy and Global Warming (The Center for Energy and Climate Solutions, December 1999), p. 68, fn.
2. He also brings attention (ibid., fn. 5) to “the data problems involved in tracking the Internet economy.”
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vehicles are becoming more plentiful (market expansion effect) and affordable (wealth
effect; on-line pricing effect) in the IT era to increase the total vehicle population and
increase related energy usage.

“The New Economy is driven by a powerful ethos, a conviction that new
technology can eliminate traditional drains on efficiency. . . . Navistar
International Corp. can now produce 300,000 diesel engines a year with 1,800
workers, compared with 100,000 engines with 1,200 workers in 1994. . . . Ford
Motor Co., the auto icon that perfected the assembly line early in the century, is
saving tens of millions of dollars a year by simulating many of the cumbersome
and costly car design processes on powerful supercomputers.”

- Mark Leibovich, “Lif¢ in the Fast Lane: Rapid Changes in Technology Have
Transformed American Business,” The Washington Post National Wecekly
Edition, December 6, 1999, p. 7.

“Automobile affordability in the U.S, hit a 191/2-year high in the third quarter. . .
- Vehicle affordability has been a major factor in the auto industry’s booming
sales this year. Industry experts estimate that total sales of new vehicles this year
will hit a record 17.5 million units.”

- Staff Report, “New-Vehicle Affordability Reaches a 191/2-Year High,”
Wail Street Journal, November 15, 1999, p. B13F.

“The U.S. auto market roared to a record high of 17 million vehicles sold last
year, creating a boom not only for the manufacturers but also for all levels of the
supplier chain. Look for continuing strong demand this year to keep capacity and
production at high levels.”

- “Industry BUZZ,” Forbes, January 10, 2000, p. 120.

“Has the U.S. auto market suddenly become a lot bigger—permanently? . . . This
year's surprise boom in vehicle sales is demolishing a 13-year record. . .. The
consensus: ‘Normal’ is now thought to be somewhere between 15.7 million and
16.2 million sales of cars and trucks a year. . .. That’s as much as a million
vehicles a year more than most economists and industry executives previously
thought. It amounts to a huge conceptual change that could affect future
investment decisions in a sector that accounts for 4% of the U.S. economy. . . .
Auto makers are already betting billions on a bigger market.”

- Robert Simison, “U.S. Auto Market May Be Bigger Than Detroit
Thought,” Wail Street Journal, December 1, 1999, p. B4,

“Even in the most economically advanced countries . . . transportation energy
consumption per capita continues to increase over the projection period, as rising
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per capita incomes are accompanied by purchases of Jarger personal vehicles and
by increased travel for business and vacations.”

- U.S. Energy Information Administration, Infernational Energy Outlook 1999
(Washington: Government Printing Office, 1999), p. 6.

“Riding the economic boom, U.S. automakers boosted January sales 10% from a
year earlier. . . . Big luxury sedans and full-sized SUVs such as Expeditions are
selling as well as they did last year even though gas prices have risen 30 cents [a
gallon] in the last 18 months. “The economy is strong and I think people can
afford to pay for gas.”™”

- Joseph White, “U.S. Auto Sales in January Set Several Records,” Wall Street
Journal, February 2, 2000, p. A4,

“Autobytel.com Inc. . . . is expected to announce that the company will offer a
‘click and buy’ option 5o consumers can purchase a car immediately at a fixed
price. That’s a dramatic shift from Autobytel’s old model, which left it up to
dealers to respond with an e-mail price quote then haggle on the showroom floor.”

- Fara Wamer, “Racing for Slice of a $350 Billion Pie, Online Auto-Sales Sites
Retool,” Wall Street Journal, Jannary 24, 2000, p. B1.

“Major auto makers are weighting whether to ditch longtime pricing practices to
follow the herd of online car-retailing services by posting invoice prices or “street’
prices—what a car actually sells for—on their Web sites. . . . ‘Because of the
Internet, there will be an increase in cost-plus pricing, rather than going through
arduous negotiations’ down from manufacturer’s list prices, said James C.
Schroer, Ford’s vice president for global marketing.”

- Joseph White and Fara Warner, “Car Makers May Try to Alter Pricing
Practices,” The Wall Street Jourrnal, Yanuary 24, 2000, p. A4.

IT Energy Supply Effect

Hydrocarbon energies, considered “depletable,” are not depleting but becoming
more abundant despite record consumption. As I have written elsewhere:

"World oil reserves today are more than 15 times greater than they were when record
keeping began in 1948; world natural gas reserves are almost four times greater than
they were 30 years ago; world coal reserves have risen 75% in the last 20 years."

- Robert L. Bradley, Jr., "The Increasing Sustainability of Conventional Energy,” in
John Moroney, ed., Advances in the Economics of Energy and Natural Resources
(New York: JAI Press, 1999), p. 64.
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Whether or not hydrocarbons are depleting resources (the Thomas Gold
hypothesis on the origins of hydrocarbons believes they are abiogenic rather than
biogenic3), IT technology is increasing supply by improving the drilling success rate and
lowered finding costs in general.

“Doomsayers to the contrary, the world contains far more recoverable oil than
was belicved even 20 years ago. Between 1976 and 1996, estimated global oil
reserves grew 72%, to 1.04 trillion barrels. Much of that growth came in the past
10 years, with the introduction of computers to the oil patch, which made drilling
for oil more predictable.”

- Christopher Cooper, “It’s No Crude Joke: This Oil Field Grows Even as It’s
Tapped,” Wall Street Journal, April 16, 1999, p. Al.

“The oil industry has been undergoing its own revolution. . . . Assessing the
seismic data, which once took 10 or 15 people, now takes one or two.
Development planning times that took months or years now takes weeks. ‘The
visualization technology will allow our crop yields to go up and reduce our risk,’
says Michael Zeitlin, a pioneer of the technology. ‘It’s going to keep the cost of
oil relatively flat and help us maintain oil prices at a level that is competitive with
other energy sources.””

- Steve Liesman, “The Price of Qil Has Doubled This Year; So, Where’s the
Recession? Wall Street Journal, December 15, 1999, p. A10.

“The cost of finding new oil and gas wells has declined significantly since 1977
when EIA began collecting these data. A new barrel of oil or gas reserves that
cost about $15 in 1997 (inflation-adjusted price) costs less than $5 to find today.
Reserve cost reductions occurred primarily because of significant improvements
in exploration and development technology.”

- US. Department of Fnergy, Energy Information Administration, 25%
Anniversary of the 1973 Oil Embargo: Energy Trends Since the First Major
U.S. Energy Crisis, August 1998, p. 10.

Energy Demand

Electricity demand in the U.S. has been surging in recent years. The intuition is
that new electrical devices, prominently including IT applications, are driving the growth.

“Booming electricity demand along with utility deregulation are remaking the
U.S. electric industry. . .. *Millions of electrical devices that didn’t exist 10 years
ago or even five years ago are here now,’ said Joe Petta, a spokesman for
Consolidated Edison Co. in New York. “The whole landscape of power usage is
being transformed by this new technology.™

? See, generally, Thomas Gold, The Deep Hot Biosphere (New York: Copernicus, 1999).
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- Erik Ahlberg and Eileen O’Grady, “Blackouts Shed Light on the Pressures
Facing Utilities as Demand Escalates,” Wall Street Journal, August 3, 1999,
p.B11A.

“Power demand is rising faster than the system’s ability to generate and deliver it,
driven by a booming economy and the proliferation of computers, fax machines,
air conditioners and the other amenities of an affluent, wired society.”

- Richard Perez-Pena, “Power System Uses Pressing Limits in New York
Area,” New York Times, July 9, 1999, p. .

Both increased “miscellaneous” uses of electricity and hotter-than-normal
summers increasing peak demand have created a boom in power generation construction
as well.

“Already this year, the state has shattered last summer’s power-consumption
records—something utilities did not expect, because this summer hasn’t been as
hot as last year’s record scorcher . . .. To meet this growing demand, utilities and
so-called merchant power companies—those that supply the whelesale markets
on a spot basis——are rushing to build generating plants. The 18,000 megawatts of
capacity on their drawing boards is to be completed in the next three years.”

- Eileen O’Grady, “Power Suppliers Scramble to Improve Transmission,” Wall
Street Jowrnal, August 25, 1999, p. T1.

“Power markets around the world—and particularly the U.S. power market—are
becoming investment hotbeds. . . . Over the next 10 years, an estimated $500
billion will be spent worldwide on new independent power plants and generation
and distribution divestitures, according to consultants Hagler Bailly Inc. As a part
of the worldwide picture, a disproportionate amount of money will be spent in the
United States.”

- Jeff Gosmano, “Global Boom in Power Generation Strains Supply of Gas
Turbines,” Natural Gas Week, July 19, 1999, p. 4.

“More than half of the overall [U.S.] energy growth of the last 25 years—about 11
quadrillion Btu—nhas occurred during the last 6 years [1992-971.”

- US. Fnergy Information Administration, 25" Anniversary of the 1973 Oil
Embargo: Energy Trends Since the First Major U.S. Energy Crisis, August
1998, p. 19.
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Conclusion

The U.S. economy is rapidly entering into the IT age. Some of its energy-demand
effects have become obvious, and other effects are just emerging. While more and better
aggregate statistics will help answer the question of the net effect of IT on energy usage
in the years ahead, understanding the qualitative factors is an important first step in the
process. Five of the six factors linking IT to energy usage suggest increasing energy
consumption, not less.

Sincerely,

Robert L. Bradley Jr.
President

Institute for Energy Research
(delivered by e:mail)
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